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SUMMARY AND CONCLUSIONS 

1. The neural correlates of low pitches produced by complex 
tones were studied by analyzing temporal discharge patterns of 
auditory nerve fibers in Dial-anesthetized cats. In the previous 
paper it was observed that, for harmonic stimuli, the most frequent 
interspike interval present in the population of auditory nerve fibers 
always corresponded to the perceived pitch (predominant interval 
hypothesis). The fraction of these most frequent intervals relative 
to the total number of intervals qualitatively corresponded to 
strength (salience) of the low pitches that are heard. 

2. This paper addresses the neural correlates of stimuli that 
produce more complex patterns of pitch judgments, such as shifts 
in pitch and multiple pitches. Correlates of pitch shift and pitch 
ambiguity were investigated with the use of harmonic and inhar- 
monic amplitude-modulated (AM) tones varying either in carrier 
frequency or modulation frequency. Pitches estimated from the 
pooled interval distributions showed shifts corresponding to “the 
first effect of pitch shift” (de Boer’s rule) that is observed psycho- 
physically. Pooled interval distributions in response to inharmonic 
stimulus segments showed multiple maxima corresponding to the 
multiple pitches heard by human listeners (pitch ambiguity). 

3. AM and quasi-frequency-modulated tones with low carrier 
frequencies produce very similar patterns of pitch judgments, de- 
spite great differences in their phase spectra and waveform enve- 
lopes. Pitches estimated from pooled interval distributions were 
remarkably similar for the two kinds of stimuli, consistent with the 
psychophysically observed phase invariance of pitches produced by 
sets of low-frequency components. 

4. Trains of clicks having uniform and alternating polarities were 
used to investigate the relation between pitches associated with period- 
icity and those associated with click rate. For unipolar click trains, 
where periodicity and rate coincide, physiologically estimated pitches 
closely follow the fundamental period. This corresponds to the pitch 
at the fundamental frequency ( FO) that is heard. For alternating click 
trains, where rate and periodicity do not coincide, physiologically 
estimated pitches always closely followed the fundamental period. 
Although these pitch estimates corresponded to periodicity pitches 
that are heard for F,s > 150 Hz, they did not correspond to the rate 
pitches that are heard for FOs <150 Hz. The predominant interval 
hypothesis thus failed to predict rate pitch. 

5. When alternating-polarity click trains are high-pass filtered, 
rate pitches are strengthened and can also be heard at FOs > 150 Hz. 
Pitches for high-pass-filtered alternating click trains were estimated 
from pooled responses of fibers with characteristic frequencies 
(CFs) >2 kHz. Roughly equal numbers of intervals at l/rate and 
1 /F, were found for all FOs studied, from 80 to 160 Hz, producing 
pitch estimates consistent with the rate pitches that are heard after 
high-pass filtering. The existence region for rate pitch also coin- 
cided with the presence of clear periodicities related to the click 

rate in pooled peristimulus time histograms. These periodicities 
were strongest for ensembles of fibers with CFs >2 kHz, where 
there is widespread synchrony of discharges across many fibers. 

6. The “dominance region for pitch” was studied with the use 
of two harmonic complexes consisting of harmonics 3-5 of one 
F0 and harmonics 6-12 of another fundamental 20% higher in 
frequency. When the complexes were presented individually, pitch 
estimates were always close to the fundamental of the complex. 
When the complexes were presented concurrently, pitch estimates 
always followed the fundamental of harmonics 3-5 for FOs of 
150-480 Hz. For F,s of 125-150 Hz, pitch estimates followed 
one or the other fundamental, and for F,,s < 125 Hz, pitch estimates 
followed the fundamental of harmonics 6- 12. The results are gen- 
erally consistent with the ranges of component frequencies (500- 
1,000 Hz) that are found psychophysically to be most important 
for low pitch. 

7. Taken as a whole, the physiological data presented here pro- 
vide strong evidence that interspike interval information plays an 
important role in the perception of the low pitch of complex tones. 
The predominant interval hypothesis for pitch yields surprisingly 
robust, comprehensive, and unified explanations for a very wide 
range of pitch phenomena: the missing fundamental, pitch invari- 
ance with respect to level, pitch equivalence of spectrally diverse 
stimuli, the pitch of unresolved harmonics, the pitch of AM noise, 
pitch salience, pitch shift of inharmonic AM tones, pitch ambiguity, 
phase insensitivity of pitch, and the dominance region for pitch. 
Its main weaknesses are its failure to account for the rate pitches 
of alternating click trains and its underestimation of the salience 
of low-frequency tones. 

INTRODUCTION 

The ‘ ‘predominant interval’ ’ hypothesis for the low pitch of 
complex tones postulates that the pitch heard corresponds to 
the most frequent interval present in the population of auditory 
nerve fibers at any given time. Explicit models for pitch based 
on this hypothesis are able to readily account for a wide diver- 
sity of pitch phenomena (Licklider 195 1; Meddis and Hewitt 
1991a,b; Moore 1989; van Noorden 1982). 

In the companion paper in this series, we tested the pre- 
dominant interval hypothesis by examining pooled interspike 
interval distributions of ensembles of auditory nerve fibers. 
For many different harmonic complex tones, the most fre- 
quent interval in pooled interval distributions invariably cor- 
responded to the period of the pitch that is heard. Peak-to- 
background ratios in pooled distributions qualitatively corre- 
sponded to the strength of the pitch that is heard. Those 
stimuli that evoke strong, salient pitches produced pooled 
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TABLE 1. Stimulus parameters 

Stimulus Variable Range, Hz Duration, ms Level, dB SPL Remarks 

AM tone Fm 80-160 
160-320 
240-480 

Fc 500-700 

Fm 80- 160 
160-320 

QFM tone 

Click trains 

Harmonic complexes 

240-480 
Fc 500-700 
Fo 80- 160 

160-320 
80- 160 

Fo 80- 160 
160-320 
240-480 

Shepard-Risset 

Fo 96-- 192 
192-384 
288-576 

Fo 4.7-9.4 

480 60 Fc = 640 Hz, m = 1.0 

480 60 F,, = 125 Hz, m = 1 .O 
480 60 F, = 640 Hz, m = 1 .O 

480 60 
530.4 80 

498 60 per component 

498 60 per component Harmonics 6- 12 

5,600 60 Octave harmonics (octaves 1 - 12) 

F,,, = 125 Hz, m = 1.0 
Uniform-polarity 40-ps clicks 
Uniform-polarity 40-ps clicks 
Alternating-polarity 40-ps clicks 
Harmonics 3 - 5 

AM, amplitude-modul 
frequency. 

ated; F,,, , modulation frequency; Fc, carrier frequency; m, modulation index; QFM, quasi-frequency-modul ated; Fo, fundamental 

distributions with high peak-to-background ratios, whereas were sinusoidally varied in a parameter associated with pitch [e.g., 

those that produce weak pitches produced pooled distribu- fundamental frequency (FO), modulation frequency (F,), or car- 

tions with low ratios. These psychoneural correspondences rier frequency (Fc)], with one cycle of variation occurring over 

suggest that information subserving pitch perception could the stimulus duration ( -500 ms). AM and QFM stimuli were 

be represented in the interspike interval statistics of popula- varied in either F,, or Fc. For AM and QFM tones, the modulation 

tions of auditory neurons. 
index was always 1.0. For the Shepard-Risset stimulus, F0 was 

In the present paper, we investigate the neural correlates of 
linearly swept upward over 5.6 s. All stimuli were presented contin- 

more complex pitch phenomena, using stimuli that produce 
uously, 40 times per fiber for the Shepard-Risset tones, 100 times 
for all others. 

multiple, competing pitches rather than one definite pitch. 
The resulting patterns of pitch judgments were studied by 

Distributions of all-order interspike intervals were analyzed by 
means of autocorrelation histograms and autocorrelograms (see 

psychophysicists to probe auditory mechanisms underlying 
pitch perception: the pitch shifts of inharmonic complex 
tones (de Boer 1956, 1976; Schouten et al. 1962), pitch 
ambiguity, pitch circularity (de Boer 1956, 1976; Schouten 
et al. 1962; Shepard 1964)) “rate pitch” (de Boer 1956, 
1976; Flanagan and Gutman 1960a,b; Schouten et al. 1962; 
Shepard 1964)) and the dominance region for pitch (de Boer 
1956, 1976; Flanagan and Gutman 1960a,b; Plomp 1967; 
Ritsma 1967; Schouten et al. 1962; Shepard 1964). Stimuli 
having aperiodic waveforms and/or multiple, competing pe- 

companion paper). An autocorrelation histogram represents the 
distribution of all-order intervals, whereas an autocorrelogram rep- 
resents the running distribution of all-order intervals. Thus the 
“cross section” of an autocorrelogram at a particular peristimulus 
time (PST) is an autocorrelation histogram (as in Fig. 3). Interval 
distributions from 30-90 single fibers were grouped into octave 
characteristic frequency (CF) bands, weighted to approximate a 
human distribution of CFs, and summed together to form pooled 
autocorrelation histograms and autocorrelograms that then served 
as estimates of the population interval distribution of the human 
auditory nerve. 

riodicities were used to study these effects: harmonic and Pitches were estimated from smoothed pooled autocorrelation 
inharmonic amplitude-modulated (AM) and quasi-fre- histograms (300-ms rectangular window). The position of the 

quency-modulated (QFM) tones, Shepard-Risset frequency- highest interval peak was taken as the estimate of the pitch period. 

modulated tones, trains of alternating-polarity clicks, and Except for the Shepard-Risset tones, when multiple, harmonically 

pairs of harmonic complexes with competing fundamentals. related major peaks of comparable height were present (e.g., l/ 

The complex patterns of pitch judgments that these stimuli 
FO, 2/F,, 3/F;), the position of the peak representing the shortest 

produce can be compared with pitch estimates from pooled 
interval was chosen as the pitch estimate. Pitch saliences were 

interspike interval distributions of the auditory nerve to 
estimated from peak-to-background ratios in smoothed, pooled au- 

provide still stronger tests of the predominant interval 
tocorrelation histograms (see companion paper). Fiber saliences 
are peak-to-background ratios in smoothed autocorrelation histo- 

hypothesis. grams of single fibers. 

METHODS 
RESULTS 

The experimental and analytical methods used here are described 
in detail in the companion paper. Responses of single auditory Pitch shift and pitch ambiguity of inharmonic complex 
nerve fibers were recorded in Dial-anesthetized cats with the use of tones 
glass micropipette electrodes. Stimuli were numerically generated 
(sampling rate 100 kHz, 16-bit resolution) and presented via a AM tones with variable FCs (500-750 Hz) and fixed F,s 
calibrated, closed acoustic assembly. ( 125 or 250 Hz) were used to investigate the neural corre- 

Basic stimulus parameters are given in Table 1. Most stimuli lates of pitch shift. FC varied sinusoidally from 500 to 750 
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Stimulus waveform Stimulus autocorrelation Pooled interspike interval distributions 

l/Fm 4-b l/Fm 

A 
PST = 220-260 ms 
Fc = 750 

Fm=l25 
Fc/Fm = 6 

220 240 260 

B 
PST = 260-300 ms 
Fc = 733.3 Hz 
Fm=125Hz 
Fc/Fm = 5.86 

260 280 300 

C 
PST = 300-340 ms 
Fc = 687.5 Hz 

Fm=125Hz 
Fc/Fm = 5.5 

300 320 340 

D 
PST = 340-380 ms 
Fc = 625 
Fm = 125 

Fc/Fm = 5 1’ ’ I 

1 

-11 

- - 
340 360 380 

Peristimulus time (ms) 

l/Fm 
800 

I 

8001 

8001 

800 1 

Interval (ms) 

FIG. 1. Interspike interval correlates of the pitch shift of inharmonic complex tones. Right: stimulus waveforms, amplitude- 
modulated (AM) tones with fixed modulation frequency (F, = 125 Hz) and different carrier frequencies ( Fc = 625-750 
Hz). A and D are harmonic, whereas B and C are inharmonic. Peristimulus times (PSTs) listed correspond to those of Fig. 
2A. iMiddle : stimulus short-term autocorrelation functions. Vertical dotted lines: modulation period 1 /F,, . Left: pooled all- 
order interval (autocorrelation) histograms for 31 auditory nerve fibers. Asterisks: multiple, ambiguous pitches that would 
be heard. 

to 500 Hz over the 480-ms duration of the stimulus. Wave- effect of pitch shift,” and is described by de Boer’s rule 
forms for four consecutive segments of this stimulus are (de Boer 1956, 1976). Stated in slightly different form, 
shown in Fig. 1, Zefi. The interval in the waveform indicated it is p = F&z, where p is the frequency of the pitch heard 
by the arrows is the modulation period 1 lF, (8 ms). Auto- and n is an integer near FJF,, . The effect can also be 
correlation functions for each waveform segment are shown described in terms of stimulus autocorrelation functions, 
in Fig. 1, middle. Here the vertical dotted line indicates the where ‘ ‘pseudoperiods’ ’ correspond to maxima near 1 lF, 
modulation period 1 / Fm . (de Boer 1956). Accompanying the shift in pitch is pitch 

When FJF, is an integer (Fig. 1, A and D), the stimulus ambiguity, wherein human listeners hear one of two or 
is harmonic and the waveform is periodic. Here F. is equal more pitches in the vicinity of, but not at, F, (de Boer 
to F,, and the waveform has a period of 1 lF,,. For such 1956, 1976; Schouten et al. 1962; Wiersinga-Post and 
harmonic AM tones, human listeners usually hear a clear, Duifhuis 1995). Pitch ambiguity reaches a maximum 
unambiguous pitch at F, ( Fm = Fo). when FJF, is halfway between two integers, and the pitch 

When FJF,, is not an integer (Fig. 1, B and C), the alternatives for this condition are indicated by asterisks in 
stimulus is inharmonic and aperiodic. Although the enve- Fig. 1C. 
lope of the waveform still has a periodicity of F,, the Pooled all-order interspike interval distributions (pooled 
fine structure of the waveform contains periodicities that autocorrelation histograms) for each of the stimulus seg- 
deviate slightly from F,. For these inharmonic AM tones, ments are shown in Fig. 1, rig/zt. Most striking is the resem- 
human listeners hear pitches at fine-structure periodicities blance of each interval distribution to the autocorrelation 
rather than at F,. This deviation from F, is the “first function of the corresponding stimulus segment. Where a 
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Variable carrier AM Tones Fc = 500-750 Hz 

A Fm = 125 Hz B Fm = 250 Hz 

Fc 500 + 750 -b 500 500 +750 -b500 
15 

Peristimulus time (ms) 

D 
325 

Peristimulus time (ms) 

n=2 
A de Boer’s rule 

g 150* n=4 n=5 
+o 300 

w 
%f@++ vy7"v v  u uvQ:vd n=6 -c: - 

s 
a. 100. 

5 III I................ 

di?@ 
AA nn, 

n=3 

AAA - 400 600 800 LVJC 
400 600 800 

Carrier frequency (Hz) Carrier frequency (Hz) 

(n=Fc/p) 

FIG. 2. Neural correlates for pitch shift 
for variable-carrier AM tones. Fc = 500- 
700 Hz, F, = 125 or 250 Hz. A and B: 
pooled response autocorrelograms (47 and 
53 fibers, respectively). Modulation period 
1 /F,,, (straight line) and pitch (es) heard 
(de Boer’s rule, curved lines) are indicated. 
C and D: physiologically estimated pitches 
as a function of Fc. Diagonal lines: de 
Boer’s rule. 

clear, unambiguous pitch is heard at F,, in the harmonic 
segments shown in Fig. 1, A and D, the highest interval 
peaks are located at 1 /F,. Where a small pitch shift relative 
to F, would be expected, as in Fig. 123, the interval peak also 
shows a small deviation from 1 lF,. Where two ambiguous 
pitches would be expected, as in the inharmonic segment 
shown in Fig. lC, two roughly equal interval peaks appear 
in the histogram. 

Running pooled interspike interval distributions (pooled 
autocorrelograms) in response to two variable-carrier AM 
tones (Fc = 500-750 Hz, F, = 125 Hz or 250 Hz) are 
shown in Fig. 2. The modulation period 1 lF, is indicated 
by horizontal, straight lines, whereas curved black lines indi- 
cate the pitch( es) that would be heard (de Boer’s rule). The 
two sets of lines converge when the stimulus is harmonic and 
one pitch is heard. The two sets diverge when the stimulus is 
inharmonic and one of several pitches can be heard. For 
inharmonic AM tones, the densest interval bands in the auto- 
correlograms always coincide with the pitches that are heard 
(de Boer’s rule) rather than the modulation period 1 /F, . 

Pitches estimated from the autocorrelograms showed simi- 
lar patterns of pitch shift and pitch ambiguity. Pitches esti- 
mated from successive 20-ms peristimulus segments are 
plotted against their respective Fcs in Fig. 2, C and D. Predic- 
tions of de Boer’s rule are indicated by diagonal lines. All 
pitch estimates fall near those lines, in close agreement with 
de Boer’s rule. In inharmonic regions where pitch ambiguity 
is expected (e.g., Fc - 575 Hz and Fc - 675 Hz in Fig. 
2C;F, - 625 Hz in Fig. 2D), the pitch estimation algorithm 
finds multiple pitches. 

The pitch shift experiment was also conducted using AM 
tones in which the modulator, F,, was varied while the 
carrier, Fc, was kept constant (Fig. 3). Here a “different 

progression of pitches is heard than for the variable-carrier 
AM tones of Figs. 1 and 2. Instead of continuously shifting 
pitch values, ambiguities between several discrete pitches 
wax and wane as probabilities of making particular pitch 
judgments shift among them. The discrete pitches predicted 
by de Boer’s rule are indicated by sets of straight horizontal 
lines in the pooled autocorrelograms (Fig. 3, C and D) , 
whereas the continuous, undulating lines show modulation 
periods 1 /F, . The stimulus segment pictured in Fig. 3E is 
a harmonic region (F, = 320 Hz, FJF, = 2.0) where one 
pitch at 1 /Fm is heard. The pooled autocorrelation histogram 
for the segment (Fig. 3E) has a maximum very close 
(+0.5%) to the modulation period. The stimulus segment 
pictured in Fig. 3G is an inharmonic region (F, = 256 Hz, 
FJF, = 2.5) where maximal pitch ambiguity is expected. 
Here two interval bands surrounding 1 lF, appear to be of 
roughly equal density. These bands correspond to the two 
peaks that are indicated by arrows in the corresponding 
pooled autocorrelation histogram (Fig. 3G). These peaks 
both lie near, but not at, 1 lF, (dashed line), and correspond 
to 213 Hz (FJ3) and 320 Hz (FJ2). 

In regions of maximal pitch ambiguity, when FJF, = 
y1 t 0.5, AM tones have a true F. an octave below the Fm. 
Such ‘ ‘octave drops’ ’ are often reported by human listeners 
if they are allowed to choose pitch matches near the true 
fundamental (Gerson and Goldstein 1978). The partials 
present for the stimulus segment shown in Fig. 3G (Fc - 
Fm = 384 Hz, Fc = 640 Hz, and Fc + F, = 896 Hz) are 
odd harmonics 3, 5, and 7 of a fundamental at 128 Hz, which 
is an octave below F, (256 Hz). The octave drop pitch can 
be heard at this true fundamental if listeners consider pitches 
far from 1 lF,, and correspondingly, the highest interval 
peak lies at this true fundamental. 
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AM Tone QFM Tone 
Fe640 Hz, Fm=200 Hz Fc=640 Hz, Fm=200 Hz 

A 
c I 

80 
y LdL 

B 

Peristimulus time (ms) 
100 0 1 kHz 80 

Freq Peristimulus time (ms) 
100 0 Freq 1 kHz 

C F,=640 Hz, F&60-320 Hz D Fc=640 Hz, F,=l60-320 Hz 

15 

G? 
E 

- 10 
3 

G 
g 5 

100 200 300 400 500 0 100 200 300 400 500 

Peristimulus time (ms) Peristimulus time (ms) 

E AM F,=640 Hz, F,=320 Hz 

PST=225275 
F QFM F,=640 Hz, F,=320 Hz 

PST=225275 

G 
AM F,=640 Hz, 

PST=335-385 

F,=256 Hz 

0 5 10 

H QFM F,=640 Hz, Fp256 Hz 
PST=335-385 

i! IJLi. 
0 5 10 0 5 10 

Interval (ms) 

Insensitivity of pitch 
waveform envelope 

to changes in phase spectrum and 

Interval (ms) 

To investigate the sensitivity of population interval distri- 
butions to changes in phase spectra, the pooled neural re- 
sponses of AM tones were compared to those of their QFM 
counterparts (Fig. 3). QFM tones had the same carrier and 
variable F,s as the variable-modulator AM tones (& = 640 
Hz, F, = 160-320 Hz). These AM and QFM tones thus 
differ only in their phase spectra, specifically in the phase 
of their Fc. Although their waveform envelopes are quite 
different (Fig. 3, A vs. B), these stimuli are subjectively 
very hard to tell apart. 

Neural responses for the QFM tones (Fig. 3, right) are 
shown next to their AM counterparts (Fig. 3, left). The 
pooled autocorrelogram for the QFM tone (Fig. 3 D) is strik- 
ingly similar to its AM counterpart (Fig. 3C) in both inhar- 
monic and harmonic regions. Likewise, the pooled autocor- 
relation histograms for corresponding stimulus segments re- 
sembled those of their AM counterparts (i.e., Fig. 3, E and 
F. G and H). Interval correlates of pitch ambiguity and 
octave pitch drop were thus also seen for QFM stimuli. The 
only discernible difference between pooled interval histo- 
grams for AM and QFM lies in subtle splits in side peaks 
for the harmonic QFM case (Fig. 3F). The similarity of 
pooled interval distributions is consistent with the psycho- 

tones with low-frequency harmonics are highly invariant 
with respec t to phase mani .pulations. 

FIG. 3. Neural responses to variable-modulator AM and 
quasi-frequency-modulated (QFM) tones. A and B: wave- 
forms and power spectra for AM and QFM tones when F, = 
200 Hz. C and D: pooled response autocorrelograms. AM 
tone: 52 fibers; QFM tone: 44 fibers. Pitches heard correspond 
to de Boer’s rule (horizontal lines indicated by triple arrows). 
E-H: pooled interval histograms for 50-ms stimulus seg- 
ments. E and F: harmonic case (FJF,,, = 2) producing 1 clear 
pitch at 1 lF, (arrow). G and H: inharmonic case (FJ F, = 
2.5) producing ambiguous pitches (dual arrows) near, but not 
at, 1 lF, . Asterisks: lower “octave drop” pitch at 1 /funda- 
mental frequency ( Fo) . Dashed lines: 1 /F,,, . 

Pitch circularity 

Harmonic stimuli with many components spaced at octave 
intervals can also evoke a multiplicity of pitches ( “octave 
confusions’ ’ ) . Shepard constructed a series of such ambigu- 
ous stimuli to illustrate the relativity of pitch intervals (Shep- 
ard 1964). Harmonics at octaves 1- 11 comprise the stimu- 
lus. The waveform itself (Fig. 4A, top) has a fractal form 
that is invariant with respect to changes in time scale 
( Schroeder 1986). Shepard attenuated frequency compo- 
nents according to a fixed, log-cosine spectral envelope (Fig. 
4A), so that F0 and all of the octave harmonics could then 
be slowly swept upward with minimal changes in timbre. 
Shepard used discrete versions of this timbre-invariant stim- 
ulus to demonstrate that pitch has a locally transitive but 
globally circular structure analogous to the visual staircase 
illusions of Penrose and Penrose (1958) and M. C. Escher. 
Subjectively, one hears a continuously rising pitch that at 
some ill-defined point seamlessly drops down an octave, 
only to continue rising again. 

Pitch circularity was investigated with the use of a contin- 
uous Shepard-Risset tone (Risset 1971; Shepard 1964) in 
which an entire octave cycle of FOs was continuously tra- 

physical observation that low pitches produced by complex versed over a 5.6-s period. The pooled response autocorrelo- 
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A Shepard-Risset stimulus 

t I I I I I 
0 Time (ms) 5o 

1’. 

Ban/d 
:. . . :. *  . . - 1 

B 1 2 3 4 5 6 

Peristimulus time (set) 

FO = 6.125 Hz, 1.4 s PST 

Stimulus 
components 

Estimated 
pitch 

\ joo F” 

i FO 
i 

i’ / : 

Radius = frequency (H ) Z 

= 4.9 Hz, 0 s PST 

= 9.8 Hz, 5.6 s PST 

Angle = phase in stimulus cycle (d 
(peristimulus time, 5.6 s = 27~) 

gram (Fig. 4B) shows many interval bands of comparable 
density. The densest bands (+- ) correspond to stimulus com- 
ponents, whereas less dense ones (asterisks) correspond to 
component subharmonics. Following the interval bands 
marked “A” and ‘ ‘B’ ’ from the beginning of the stimulus 
to its end, the two bands begin as roughly equal, with band 
A gradually becoming less dense than band B as the stimulus 
ends. If the autocorrelogram is projected onto a cylinder 
with interval length as the vertical axis, and PST as its cir- 
cumference, the sets of bands form spirals like those of a 
barber pole. These physiological results are comparable with 
those produced by autocorrelation models (Slaney and Lyon 
1993). 

Pitches estimated for each portion of the stimulus (Fig. 
4C) show similar progressions. A polar coordinate system 
is useful for visualizing the spiral structure and multiplicity 
of pitch estimates. Because the stimulus traverses an octave 
cycle of F,s, and then repeats, angle (o-360”) indicates 
where in the 5.6-s stimulus cycle a particular PST lies. Fre- 
quency is represented by radius. All frequency components 
present at a given time are therefore represented by a set of 
points having the same angle. Because F0 is continually 
increasing, the points sweep out a spiral figure over time 

( > . 
When pitch estimates for each stimulus time are plotted 

on these polar coordinates, most estimates fall on the octave 
spiral (i.e., at one of the octave components). A few esti- 
mates in 50- to loo-Hz range (inner circle) not on the octave 
spiral line trace out a spiral path corresponding to subhar- 
monies of higher-frequency components (band C in the auto- 

es) 

correlogram) . Following the octave spiral counterclockwise 
(outward), it can be seen that there are fewer and fewer 
pitch estimates as frequencies increase above 200 Hz (outer 
2 rings). The probability of “dropping down” an octave in 
pitch therefore increases as one proceeds around the spiral 
(as time goes on). If a probabilistic model for pitch based 
on relative heights of interval peaks is combined with a 
‘ ‘proximity principle’ ’ for maintaining pitch continuity in 
time (so that one only rarely jumps from 1 turn of the spiral 
to another), then the sequence of (mostly rising) pitch esti- 
mates resembles those heard by human listeners (Shepard 
1964). 

Flanagan and Gutman rate pitch 

Three click trains with variable F,s were used to study 
the neural correlates of rate pitch. Waveforms and power 
spectra for corresponding segments of the three trains are 
shown in Fig. 5. Two of the click trains (labeled A and B ) 
consisted of pulses having the same polarity (condensation 
clicks), whereas the third train (labeled C) consisted of 
pulses alternating in polarity (condensation alternating with 
rarefaction). Train A and train C share the same fundamen- 
tal, whereas trains B and C share the same click rate, in- 
terclick interval, and harmonic spacing. Trains A and B con- 
sist of consecutive harmonics, whereas train C consists of 
odd harmonics. Relations between the time patterns and 
spectra of the three trains were maintained as their funda- 
mentals were sinusoidally varied over 530 ms. The funda- 
mental of click train A varied from 80 to 160 Hz, that of 



NEURAL CORRELATES OF PITCH II 1723 

Positive polarity FO: $0-160 HZ Stimulus waveforms Spectra 

B 
,I/FO 
1 /rate 

C 

FO FO = rate t-UFO-d 

AlI -1 

I+---UFO-4 

FO = rate 

I I 
FO 2F0 = rate 

-- 

0 100 200 300 400 500 Time (ms) Frequency (Hz) 

Positive polarity FO: 160-320 Hz C Alternating polarity FO: 80-160 Hz 

0 100 200 300 400 500 0 100 200 300 400 500 

Peristimulus time (ms) Peristimulus time (ms) 

FlG. 5. Pooled interval distributions for click trains with variable fundamentals. Top right: representative stimulus wave- 
forms and power spectra for click trains labeled A-C. A--C: pooled response autocorrelograms. A: unipolar click train with 
F0 = 80- 160 Hz. B: unipolar click train with F. = 160--320 Hz. C: alternating-polarity click train with F. = 80- 160 Hz. 
White curved lines: periods of pitches heard (F. and/or rate pitch). 

train B varied from 160 to 320 Hz, and that of train C varied 
from 80 to 160 Hz. 

Unipolar click trains produce clear unambiguous pitches at 
their fundamentals, which equal their click rates. Alternating 
click trains can produce rate pitches associated with in- 
terclick interval or a periodicity pitch associated with the 
period of the alternating click pattern, the rate pitch being 
an octave higher than the periodicity pitch. Whether a rate 
pitch or a periodicity pitch is heard depends on & (or click 
rate) (Flanagan and Gutman 1960a,b, 1964). FOs c 150 Hz 
(click rates < 300 Hz) tend to produce rate pitches, whereas 
&s above 150 Hz (click rates > 300 Hz) tend to produce 
periodicity pitches at the fundamental. 

Pooled autocorrelograms for the two unipolar click trains 
are shown in Fig. 5, A and B. In both cases, the densest 
interval bands closely follow the fundamental period l/F,., 
and the interclick interval, corresponding to the pitches that 
are heard in each case (white curved lines). The pooled 
autocorrelogram for the alternating train is shown in Fig. 

5C. PSTs when rate and/or periodicity pitches could be 
heard are indicated by two sets of white curved lines. Here 
the densest interval band always follows the fundamental 
period l/F, throughout the stimulus duration. Although the 
most frequent interval corresponds to the pitch that is heard 
for FOs > 150 Hz (top curved line), the correspondence does 
not hold for FOs < 150 Hz (bottom curved lines). In place 
of a clear interval band at the rate pitch, there are two diffuse 
bands. 

These patterns are seen more clearly in Fig. 6, where 
autocorrelation histograms for F0 = 80 Hz (right) and F0 
= 160 Hz (Zefi) are presented. Histograms for 50 single 
fibers arranged by CF are shown in the neurograms of Fig. 
6, A and D. The corresponding pooled autocorrelation histo- 
grams, which are CF weighted but left unsmoothed, are 
shown in Fig. 6, B and E. Asterisks indicate the periods of 
pitches that would be heard. For both F0 = 80 Hz and F0 = 
160 Hz, the highest peak in the pooled interval distributions 
is clearly at 1 lF,. For F0 = 80 Hz there are also two promi- 
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FIG. 6. Single-fiber and pooled autocorrelation histograms 
in response to alternating-polarity click trains. A and D : single- 
fiber autocorrelation histograms for 50 fibers arranged by char- 
acteristic frequency (CF), when F0 = 80 Hz and F. = 160 
Hz. B and E: pooled autocorrelation histograms. C and F: 
pooled autocorrelation histograms for 30 fibers with CFs >2 
kHz. Asterisks: periods of pitches heard. 

nent peaks near the interclick interval ( 1 /click rate), but 
neither of these peaks is as high as that at 1 /F,,. Thus, 
because the most frequent interval in the pooled distribution 
does not follow the rate pitch that is heard, there is a clear 
discrepancy between human pitch judgments and the pre- 
dominant interval hypothesis for pitches produced by alter- 
nating-polarity click trains with low F,s. 

The reason that most frequent interval does not follow the 
rate pitch for F0 < 150 Hz is that interval peaks for 1 /rate 
are split in the pooled autocorrelation histograms. These split 
peaks correspond to the two diffuse interval bands in the 
autocorrelogram (Fig. 5C). The origin of these two interval 
bands is evident in the autocorrelation neurogram of Fig. 
&A. Whereas fibers with CFs >2 kHz show one interval 
peak near the interclick period ( 1 /rate), those with lower 
CFs show two peaks that diverge with decreasing CF. These 
pairs of interval peaks are created by different spike latencies 
( t ‘/#F) for clicks of positive and negative polarity. When 
a fiber responds to clicks of opposite polarity, intervals re- 
lated to the interclick interval t the CF-dependent latency 
are generated ( Kiang et al. 1965). Consequently, when the 
responses of many fibers with different CFs are summed, a 

pair of interval peaks is created in the pooled autocorrelation 
histogram, with neither peak being as high as the interval 
peak at the fundamental period. 

When alternating-polarity click trains are high-pass fil- 
tered, rate pitches are strengthened and their existence region 
is extended upward to F,s 2400 Hz (Flanagan and Gutman 
1964). Because low-CF fibers respond poorly to higher- 
frequency stimuli, the population interval distribution for 
these high-pass-filtered click trains can be estimated by sum- 
ming the responses of fibers with CFs above the cutoff fre- 
quency. From the neurograms of Fig. 6, A and D, it can be 
seen that high-CF fibers produce comparable interval peaks 
at 1 /click rate and at 1 lF,. When only fibers with CFs > 2 
kHz are used to construct pooled autocorrelation histograms 
(Fig. 6, C and F) , for FOs of both 80 and 160 Hz, interval 
peaks at l/click rate become roughly equal in height to 
those at 1 /I$, . Thus the predominant interval hypothesis does 
appear to account for rate pitch in the high-pass-filtered case. 

Other features of neural responses also correspond with 
rate pitch. Examining the autocorrelogram of Fig. SC, promi- 
nent vertical striations can be seen for PSTs O-200 ms and 
330-530 ms, when fundamentals are < 150 Hz. These verti- 
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FIG. 7. Single-fiber and pooled PST histograms in re- 
sponse to alternating-polarity click trains. A and D: single- 
fiber PST histograms for 50 fibers arranged by CF, when F0 = 
80 Hz and F. = 160 Hz. B and E: pooled PST histograms. C 
and F: pooled PST histograms for 30 fibers with CFs >2 
kHz. 
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cal striations indicate a high degree of interneural synchrony 
across the auditory nerve. This can be seen very clearly in 
the neurogram and pooled PST histograms of Fig. 7. For 
F0 = 80 Hz, when the rate pitch is heard, many fibers across 
the auditory nerve are discharging in rough synchrony (Fig. 
7A), thereby producing regular, distinct peaks in the pooled 
PST histogram (Fig. 7B) that are separated by the interclick 
interval (or 1 /click rate). In contrast, when F0 = 160 Hz, 
and the rate pitch is not heard, there are no clear peaks in 
the pooled PST histogram (Fig. 7E). This apparent loss of 
interneural synchrony on a population level is not due to 
changes in single-fiber discharge patterns, but to the 
smearing out of peaks and troughs in population PST histo- 
grams as CF-dependent latency differences reach significant 
fractions of interclick intervals. When pooled PST histo- 
grams of fibers with CFs >2 kHz are examined (Fig. 7, C 
and E), clear peaks separated by the interclick interval are 
apparent for both F0 = 80 Hz (Fig. 7C) and F0 = 160 Hz 
(Fig. 7F). Thus, when a rate pitch is heard, there exists 
widespread interfiber synchrony across the entire population 
that gives rise to clear periodicities in population discharge 

rates. When rate pitches are absent, no clear, periodic pat- 
terns of population discharge rates are apparent. 

Dominance region for pitch 

Two sets of harmonic complexes were used to investigate 
the dominance region for pitch. One complex consisted of 
harmonics 3 -5 of one fundamental ( F0 1-5), whereas the 
other consisted of harmonics 6- 12 of another fundamental 
( F0 6-12) that was always 20% higher in frequency. This F0 
separation, also employed by Meddis and Hewitt ( 1991a), 
was made greater than those used in comparable psycho- 
physical studies (Plomp 1967, 1976), to ensure that interval 
peaks could be clearly identified and separated. All fre- 
quency components had the same magnitude (60 dB SPL) 
and were in cosine phase. The waveforms and magnitude 
spectra of the individual complexes and their combination 
are shown in Fig. 8. Three sets of waveforms were con- 
structed to cover the ranges of 80- 160 Hz, 160-320 Hz, 
and 240-480 Hz. For the pitch dominance experiment, the 
two complexes were presented together. Thus for each range 
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lines indicate the &s of the two complexes. Over the entire 
range of F,s, the estimated pitch of each complex presented 
alone (Fig. 10A) closely followed its corresponding funda- 
mental (the corresponding solid line). For harmonics 6- 12, 

I I I 1 as the & increased beyond 300 Hz and component frequen- 
ties increased beyond 2 kHz, pitch estimates showed wider 
deviations from the fundamental. For these &s, individual 
harmonics would not be psychophysically resolved. 

When the two complexes were presented together (Fig. 
IOB), estimated pitches followed either one or the other 

t I I 1 fundamental, depending on the d;b. Pitch estimates for a 
given PST are plotted against I;0 _3-s at that time. For 
FOs > 160 Hz, estimated pitches consistently followed 
F0 3-5. For F,s from 120 to 160 Hz, estimates included 
roughly equal numbers of pitches near each fundamental. For 
F,s < 120 Hz, the estimated pitches consistently followed 

I I I 1 Fo 6-17 l 

0 1 2 3 Estimated saliences for the harmonic complexes are plot- 

Frequency (kHz) 
ted as a function of F0 in Fig. 10, C and D. Estimated salience 
curves for the fundamentals of each harmonic complex pre- 

FIG. 8. Stimuli used to study the neural correlates of the dominance 
region for pitch. Left: waveforms. Right: power spectra. A : harmonics 3 -- 
5. B: harmonics 6- 12 of a fundamental 20% higher in frequency. C: 
harmonics 3-5 and harmonics 6- 12 presented concurrently. 

of FOs, there were three stimulus conditions: harmonics 3- 
5 presented alone, harmonics 6- 12 presented alone, and 
both complexes presented together. From psychophysical 
studies (Moore and Glasberg 1985; Plomp 1967, 1976; Rit- 
sma 1967), human listeners would be expected to hear the 
F0 .3-s over F. 6- 13 throughout the range of fundamentals from 
100 to 500 Hz. - 

Pooled autocorrelation histograms for F,s near 80, 160, 
240, 320, and 480 Hz are shown in Fig. 9. The two vertical 
dotted lines running through each histogram indicate the 
fundamental periods of harmonics 3 -5 ( 1 / F0 3- 5 ) and har- 
monics 6- 12 ( 1 IF, (,--12). The top row of histograms shows 
the pooled interval distributions for harmonics 3-5 pre- 
sented alone, and in each case the highest interval peak is 
very close to the fundamental period of the complex ( 1 /F,, 
3-s). The middle row of histograms shows a similar result 
for harmonics 6- 12. The bottom row of histograms shows 
the pooled distributions for the two complexes presented 
together. In the kftmost histogram, when F. 3-.s = 80 Hz, 
the highest interval peak lies near the fundamental period 
of harmonics 6- 12, whereas for all other F,,s shown ( 160, 
240, 320, and 480 Hz) the highest peak lies near that of 
harmonics 3-5. For all FOs the pooled distribution for the 
complexes presented together resembles the sum of the dis- 
tributions of the complexes presented individually. Thus the 
complex producing the highest salience (peak-to-back- 
ground ratio) when presented alone is the one that produces 
the highest salience (the dominant pitch) when the com- 
plexes are presented together. In all three cases, as F0 in- 
creases, peak-to-background ratios decrease, paralleling the 
decline in pitch salience that is observed when complex 
tones have higher harmonic numbers. 

Algorithms for pitch and salience estimation were used 
to provide a more quantitative description of the results. 
Pitch estimates for the individual and combined complexes 
are plotted as a function of F0 in Fig. 10, A and B. .The solid 

sented alone are shown in Fig. 1OC. The salience curve for 
harmonics 6- 12 has been shifted leftward (downward in 
frequency) by 20% to facilitate direct comparison with the 
salience curves in the concurrent case (Fig. loo). The sa- 
lience for harmonics 3-5 reaches a maximum when F. is 
between 150 and 200 Hz, when the frequency components 
of the complex are between 450 and 1,000 Hz. If the maxi- 
mum of the salience curve for harmonics 6- 12 is taken to 
be in the vicinity of 100 Hz, then the maximum saliences 
for both complexes would be obtained when the frequency 
components are in the 600- to 1 ,OOO-Hz range. Thus salience 
estimates appear to depend more on the frequencies of stimu- 
lus components than on F0 or harmonic number. 

Reinforcing this interpretation, estimated salience curves 
for the individual complexes undergo roughly parallel de- 
clines as the F0 increases, so that the salience of harmonics 
3-5 when F,, = 400 Hz is roughly similar to that of harmon- 
ics 6-12 when F0 = 200. The salience curves of the two 
complexes cross when the F0 (F. 3-5) is 160 Hz. Thus for 
F,s < 160 Hz, the estimated salience of harmonics 6- 12 is 
greater than that of harmonics 3 -5, whereas at higher F,s 
the situation is reversed. 

Estimated salience curves for the two fundamentals when 
both complexes are presented concurrently are shown in 
Fig. 1OD. Estimated saliences for the two fundamentals are 
computed from the same pooled autocorrelation histograms 
with the use of the same background interval density value 
for both cases. Estimated saliences in the concurrent case 
have consistently lower values than those for separate pre- 
sentation, indicating competition between the different com- 
plexes for production of intervals related to their fundamen- 
tals ( “interval suppression’ ’ ) . Despite this difference, the 
forms of the salience curves and the F,s at which they cross 
are very similar for the separate and competing conditions. 
Thus the fundamental that is most salient when presented in 
isolation is the one that dominates when the two are pre- 
sented together. 

Although all of the saliences discussed thus far have been 
estimates of interspike interval peak-to- background ratios 
for the entire auditory nerve, peak-to-background ratios were 
also computed from interval distributions of single fibers. 
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FIG. 9. Neural correlates of the dominance region for pitch. F,s indicated are for harmonics 3-5. Fos for harmonics 6- 

12 were always 20% higher. Top TOW: pooled interval histograms for harmonics 3-5 presented alone (47, 83, 49, 83, and 
49 fibers, respectively). Middle TOW : pooled interval histograms for harmonics 3-5 presented alone (43, 70, 44, 70, and 44 
fibers, respectively). Bottom row: pooled interval histograms for harmonics 3-5 and harmonics 6- 12 presented together 
(60, 79, 72, 79, and 72 fibers, respectively). Vertical dotted lines: intervals corresponding to the respective fundamentals, 
harmonics 3-5 of one fundamental ( FO 3-s) and harmonics 6- 12 of another fundamental (F. 6-,2) that was always 20% 
higher in frequency, with 1 lFO 6-l2 always on the left and 1 lFO 3-5 always on the right. Ordinal axis range for histograms is 
O-150 spikes per bin, except for the leftmost middle plot, where it is O-250 spikes per bin. 

These fiber saliences are useful for assessing relative contri- 
butions of different CF regions to overall salience estimates. 
Fiber saliences for the harmonic complexes presented both 
alone and concurrently are shown in Fig. 11. To facilitate 
comparisons between separate and concurrent presentations, 
fiber saliences were computed from the same histogram (i.e., 
the same peristimulus segment) when F0 3-5 = 150 Hz and 
&I 6-12 = 180 Hz. Fiber saliences for harmonics 3 -5 pre- 
sented alone were roughly equal for all CF regions (Fig. 
11 A, 0). Because stimulus components ranged from 450 to 
750 Hz, there were very few fibers that did not respond to 
the stimulus (i.e., fiber saliences 5 0.1) . In comparison, the 
fiber saliences for harmonics 6- 12 presented alone ( 0 ) are 
noticeably smaller for CFs <600 Hz. Because stimulus com- 
ponents ranged from 1,080 to 2,160 Hz, this complex lies 
outside the response area of many low-CF fibers. Fiber sa- 
liences for each of the two fundamentals for the concurrent 
case are shown in Fig. 11 B. Fiber saliences for F0 3-5 (0) 
drop off dramatically for CFs >800 Hz, whereas fiber sa- 
1ienCeS for F0 6-12 begin to rapidly increase. The frequency 
boundaries of the two complexes (450-750 Hz vs. 1,080- 
2,160 Hz) are consistent with the observed sharp crossover 
between 700 and 1,000 Hz. For higher FOs, similar patterns 
of fiber saliences were seen, but with correspondingly higher 
crossover regions situated between the frequency boundaries 

of the two complexes. Thus, for the concurrent case, different 
CF regions contribute intervals predominantly related to one 
or the other fundamental, giving rise to different temporal 
representations in different parts of the auditory nerve. 
Which CF regions contribute the most intervals can be deter- 
mined from the stimulus spectrum. 

DISCUSSION 

Predominant in 
complex tones 

tewal hypothesis for the low pitch of’ 

The data presented in the preceding PaPer demonstrate 
that simple neural correlates of the low pitch of harmonic 
complexes exist in pooled interval distributions of the audi- 
tory nerve. Data presented here further demonstrate that neu- 
ral correlates of more complex patterns of pitch judgments 
are also directly observable in pooled interval distributions 
of the auditory nerve. 

The basic assumptions of the predominant interval hy- 
pothesis are that 1) the low pitch of complex tones corre- 
sponds to the most frequent interval in the population inter- 
val distribution of the auditory nerve and 2) the strength of 
this low pitch is related to the ratio of intervals associated 
with the pitch to the mean number of intervals present in 
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FIG. 10. Physiologically estimated pitches and 
pitch saliences for the dominance region experi- 
ment. All FOs are plotted in terms of corresponding 

F. 3-5 (i.e., F. 6-12 is always 20% higher than plot- 
ted). A and B : pitch estimates as a function of Fo, 
F. 3-5. Estimates were made from consecutive 20- 
ms peristimulus response segments. C and D: esti- 
mated salience as a function of F. F. 3-5. Curves 
are least-squares fits of 9th-order polynomials to 
estimates made from 600 overlapping 20-ms peri- 
stimulus response segments. 

the population distribution. Taken together with the basic 
assumptions, the data presented here provide explanations 
for pitch shift, pitch ambiguity, pitch circularity, the phase 
insensitivity of pitch, the pitch of unresolved harmonics, and 
the dominance region for pitch. The only pitch phenomenon 
studied that is not readily explicable in these terms is the 
rate pitch of alternating-polarity click trains with low funda- 
mentals. 

Pitch shift 

Psychophysical experiments using inharmonic AM tones 
were originally carried out to probe the nature of the auditory 
pattern-recognition mechanisms responsible for the pitch of 
complex tones (de Boer 1976; Schouten 1940a,b; Schouten 
et al. 1962; Warren 1982). If auditory pitch mechanisms 
used local frequency spacings between spectral peaks ( “dif- 

ference frequencies’ ’ ) , or waveform envelopes to make pitch 
discriminations, then pitch should remain constant as all 
frequency components are shifted by a constant amount. 
When frequency components were all shifted, rather than 
hearing a constant pitch at the difference frequency F,, lis- 
teners heard a small shift in pitch away from F,. These 
experiments decisively ruled out 1) simple spectral pattern 
analyzers that detected absolute spacings between neigh- 
boring frequency components and 2) simple temporal pattern 
analyzers that detected periodicities of the waveform enve- 
lope. To account for these shifts, a spectral pattern processor 
must carry out an harmonic analysis of spectral patterns 
rather than simply recognizing constant frequency spacings, 
or alternately a temporal pattern processor must analyze the 
temporal fine structure of the stimulus rather than its enve- 
lope (de Boer 1956, 1976). 

Studies have previously shown that the fine structure of 

A 0 FO, harmonics 3-5, presented alone 0 FO, harmonics 3-5 0 FO, harmonics 6-12, presented alone B 
0 FO, harmonics 6-l 2 

presented concurrently 
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FIG. 1.1. Fiber saliences as a function of CF 
in the dominance region experiment. F0 3-5 = 

150 Hz, F. (j-12 = 180 Hz. A : fiber saliences 
(peak-to-background ratios) for F. 3-5 and 
F. 6-l2, each presented individually. B : fiber sa- 
liences for F. 3-5 and F. h-12 presented concur- 
rently . 
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inharmonic complex tones is reflected in the temporal dis- 
charge patterns of single auditory nerve fibers (Evans 1978; 
Javel 1980). The physiological results presented here show 
that the first effect of pitch shift (de Boer’s rule) can be 
directly explained in terms of an autocorrelation-like popula- 
tion-based predominant interval model for pitch. The more 
subtle “second effect of pitch shift,” a small but systematic 
deviation from de Boer’s rule, was not observed. This effect 
is thought to be caused by cochlear distortion products, 
‘ ‘combination tones’ ’ (Smoorenburg 1970), that would be 
expected to be small given the relatively large component 
spacings for our stimuli. Although there exist explanations 
for inharmonic pitch shifts in terms of central mechanisms 
that perform optimal matching to harmonic spectral tem- 
plates (Gerson and Goldstein 1978; Goldstein 1973; Ter- 
hardt et al. 1982a,b), the physiological data here indicate that 
these pitch shifts also have direct correlates in the population 
interspike interval distribution of the auditory nerve. 

Pitch ambiguity, pitch circularity, and phase insensitivity 

Pitch ambiguity was found to correspond to the appear- 
ance of multiple major peaks in pooled interval distributions. 
Where several discrete pitches would be heard for an inhar- 
monic AM stimulus, multiple independent peaks of compa- 
rable height were seen (Fig. 2). Where stimulus parameters 
are shifted to positions where octave drops in pitch are ex- 
pected (e.g., F,lF,, = n + 0.5), corresponding patterns of 
peaks in pooled interspike interval distributions were ob- 
served (Fig. 2G). These sorts of patterns have been seen 
previously in single-fiber responses to inharmonic stimuli: 
AM tones (Javel 1980)) nonuniform click trains (Evans 
1978,1983, 1986), and two-tone complexes (Greenberg and 
Rhode 1987). 

The shifting relative heights of the various peaks in pooled 
interval distributions roughly parallel the shifting probabili- 
ties of particular pitch alternatives. Where the probability of 
hearing one pitch was greater than that of hearing another 
alternative pitch, its corresponding interval peak was higher 
than the other?. Thus the probability that a given pitch is 
heard among several possibilities appeared to correspond to 
the height of its associated interval peaks, relative to those 
associated with the other pitches. 

When this probabilistic pitch allocation strategy is applied 
to the Shepard-Risset stimulus, and assumptions concerning 
local temporal contiguity of pitch judgments are incorpo- 
rated, a reasonable account of pitch circularity is given. The 
pitch allocation principle also suggests possible interval- 
based explanations for several aspects of musical pitch: the 
various pitches that can be heard for a chord, the relative 
strengths of these pitches, and the degree to which they fuse 
to form a unified percept (Boring 1942; Dewitt and Crowder 
1987; Parncutt 1989). 

A considerable body of psychophysical work has investi- 
gated the role of phase spectrum and waveform envelope in 
pitch perception. Because changes in phase spectra can result 
in large changes in waveform envelope without concomitant 
changes in pitch, invariance of pitch frequency with respect 
to phase was used to falsify simple temporal models that 
measured intervals between peaks in the unfiltered waveform 
(Moore 1989; Wightman 1973a,b). A useful tactic has been 

to change phase spectra without altering magnitude spectra 
(Small 1970), thereby allowing spectral pattern cues (e.g., 
the difference frequencies) to be separated from temporal 
waveform cues (de Boer 1976; Schouten 1940b). Although 
low pitches of complex tones can be very sensitive to subtle 
shifts in magnitude spectra, as in “pitch shift” experiments, 
they are largely insensitive to changes in the phase spectra. 
Particular phase configurations can influence salience or dis- 
tinctness of low pitches, especially for stimuli composed of 
higher-frequency components ( Bilsen 1973; Licklider 1955; 
Nordmark 1978; Small 1970). However, these phase manip- 
ulations generally have little or no effect on the perceived 
frequencies of low pitches (Bilsen 1973; Meddis and Hewitt 
1991b; Patterson 1973; Plomp 1976). These observations 
notwithstanding, some exceptions, involving inharmonic 
complex tones and phase-dependent magnitudes of distortion 
products, have prompted some debate over the issue (Green 
1976). Other, high pitches can also be produced by particu- 
lar phase spectra, but these do not alter the frequencies of 
the low pitches that are heard (Kubovy and Jordan 1979). 

Although their power spectra are identical, waveforms of 
AM and QFM tones with low-frequency carriers are very 
different (Fig. 3, A and B). Despite their dissimilar wave- 
forms, pitches produced by AM and QFM tones with low- 
frequency carriers ( or low harmonic numbers) are largely 
indistinguishable (de Boer 1956; Zwicker 1962). The AM 
and QFM tones used in this study produce very similar 
pitches, despite different phase spectra and great dissimilar- 
ity in the temporal envelopes of their waveforms. Such stim- 
uli also produced almost indistinguishable pooled interval 
histograms (Fig. 3). These results are broadly consistent 
with those obtained from the interval-based model of Meddis 
and Hewitt ( 1991a,b). For sets of low-frequency harmonics, 
the Meddis and Hewitt model produces pitch estimates that 
are highly independent of phase. The model can also account 
for some of the subtle differences in pitches and timbres of 
AM and QFM tones with higher-frequency carriers, higher 
harmonic numbers, and greater modulation indexes that have 
been debated in the literature (Ritsma and Engel 1964; 
Wightman 1973a). Although AM and QFM tones with some 
of these properties can produce changes in first-order interval 
distributions for single fibers when Fc = CF (Horst et al. 
1992), many of these differences would not be expected to 
be present in pooled distributions of all-order intervals. In 
summary, for AM and QFM tones with low-frequency har- 
monics, the predominant interval appears to be affected little 
by changes in phase-spectra or the shape of the waveform 
envelope. This is consistent with the highly phase-invariant 
character of both simulated population interval distributions 
and human pitch judgments. 

Flanagan-Gutman rate pitch 

Click trains of uniform polarity produce strong pitches at 
their F,s. For these click trains Fo, click rate, and difference 
frequency are the same. For click trains of alternating polar- 
ity, however, click rate and difference frequency are twice 
the fundamental. For fundamentals < 150 Hz, alternating 
click trains produce rate pitches at the click rate, whereas 
higher Fos produce periodicity pitches at the fundamental 
(Flanagan and Gutman 1960a,b, 1964) Similar rate pitches 
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can also be produced by other alternating-polarity stimuli 
(Pierce 199 1; Warren 1982) and by ( Seebeck’s) click trains 
with alternating interclick intervals (Evans 1978, 1983, 
1986). 

The phenomenon of rate pitch produced the only clear 
contradiction of the predominant interval hypothesis that was 
found. Observed pooled interval distributions always showed 
the most frequent interval to be at the fundamental, and 
consequently no interval correlates of rate pitch were initially 
seen. This discrepancy was reduced somewhat when corre- 
spondences between pooled interval distributions and rate 
pitches were found for high-pass-filtered click trains. When 
alternating click trains are passed through a high-pass filter, 
the rate pitch is strengthened and can be heard at higher 
fundamentals (Flanagan and Gutman 1964). Because few 
low-CF fibers would be expected to respond in the high- 
pass condition, distributions using only higher-CF fibers can 
be used to estimate the population response. When only 
intervals from higher-CF fibers are considered, then there 
are roughly as many intervals at 1 /rate as there are at 1 /F,. 
Because the first interval maximum is chosen for the pitch, 
the predominant interval model does correctly predict the 
rate pitches heard for the high-pass condition. 

Another, possibly stronger neural correlate of rate pitch is 
the presence of periodic patterns of discharge on a population 
level. For F,s < 150 Hz, pooled PST histograms (Fig. 7) 
showed clear peaks in population discharge rates for every 
click in the train, as well as clear troughs during each interclick 
interval. The time between these peaks corresponds to the in- 
terclick period ( 1 /click rate). When fundamentals increase to 
2 150 Hz, CF-dependent latency differences become a large 
proportion of the interclick period, and population rate peaks 
are smeared out. When only high-CF fibers are included in the 
pooled PST histograms, clear peaks and troughs are present 
for all FOs studied (80- 160 Hz), consistent with the extension 
of the existence region of rate pitches by high-pass filtering. 
High-CF fibers have smaller CF-dependent latency-differences 
among themselves, and thus they discharge more synchro- 
nously as a group than their lower-frequency counterparts. Thus 
widespread discharge synchrony between fibers can lead to the 
generation of temporal discharge patterns on a population level. 
The ‘ ‘roughness’ ’ of some sounds (Plomp 1976; Terhardt 
1973 ) might be explicable in such terrns (Tram0 et al. 1992). 
Such patterns could strengthen rate pitch relative to periodicity 
pitch if central analyzers count intervals between fibers (cross- 
correlation) as well as those within fibers (autocorrelation). 
Such a process might be consistent with the existence of two 
pitch mechanisms, one that produces a rough, buzzing, “rattle 
pitch” or rate pitch (Plomp 1976)) and one that produces a 
smoother periodicity pitch. If both intraneural and interneural 
intervals are counted, the resulting predominant interval can 
coincide either with the most common interneural interval (rate 
pitch) or with the most common intraneural interval (periodic- 
ity pitch). Pitch would then be the result of a global correlation 
operation, possibly implemented via neural temporal cross-cor- 
relation architectures, e.g., (Braitenberg 1961; Cariani 1995a; 
Loeb et al. 1983). 

Dominance region for pitch 

Some early temporal theories of pitch (Schouten 1940b; 
Schouten et al. 1962) assumed that the low pitch of a har- 

manic complex tone was generated by interaction of harmon- 
ics not resolved by peripheral auditory filters, the ‘ ‘residue’ ’ 
of an incomplete aural analysis. Because harmonic spacing 
remains constant while peripheral filter bandwidths increase 
with center frequency, residue pitch was thought to be gener- 
ated mainly by sets of high-frequency components. To test 
this hypothesis, a number of different psychophysical experi- 
ments were carried out to determine the relative importance 
of low- and high-frequency harmonics for low pitch. When 
two harmonic complexes with slightly different fundamen- 
tals were presented together, human listeners almost invari- 
ably heard the pitch associated with the lower-frequency 
harmonics (Plomp 1967) e This pitch is heard presumably 
because its constituent components carry greater weight in 
the central neural representation of pitch. Other experiments 
using different stimuli and psychophysical tasks (Bilsen 
1973; Bilsen and Ritsma 1970; Moore and Glasberg 1985; 
Plomp 1976; Ritsma 1967; Yost 1982) confirmed the pres- 
ence of a frequency region (the dominance region), roughly 
between 500 and 1,000 Hz, that disproportionately con- 
tributes to low pitch. All of the experiments suggested that 
resolved, lower-frequency harmonics have a much greater 
effect on the pitch of complex tones than unresolved, higher- 
frequency ones, and this led to a resurgence of spectral pat- 
tern theories for pitch (de Boer 1976). 

The physiological data demonstrate that there are corre- 
lates of the dominance of low-frequency stimulus compo- 
nents in the population interspike interval distribution of 
the auditory nerve. For fundamentals from 160 to 500 Hz, 
intervals related to the fundamental of the lower-frequency 
harmonics clearly dominated in pooled distributions. As FOs 
and thus component frequencies increase, the saliences of 
the associated low pitches decline, and this was seen directly 
in saliences estimated from the physiological data. For fun- 
damentals < 125 Hz, intervals related to the fundamental of 
the higher-frequency harmonics clearly dominated. This puts 
the crossover frequency for ‘ ‘interval dominance’ ’ roughly 
between 600 and 800 Hz, which is in the vicinity of cross- 
over frequencies determined psychophysically. These results 
are generally in accord with those obtained by computer 
simulation (Meddis and Hewitt 199 1 b ) . 

Predominant interval models thus provide an alternate, 
temporal interpretation of the dominance region for pitch. 
Here, the dominance region is a direct consequence of the 
differential abilities of auditory nerve fibers to phase-lock 
to stimulus components of lower and higher frequencies. The 
relative numbers of intervals produced by a given harmonic 
complex is thus a function of the aggregate numbers of 
discharges evoked by the stimulus and the degree to which 
the discharges phase-lock to stimulus components. Both ag- 
gregate numbers of discharges and degree of phase-locking 
depend on the distribution of fiber CFs and their positions 
relative to those of the stimulus harmonics present. In con- 
trast to earlier temporal models based on unresolved harmon- 
ics, it is the lower-frequency components in the 500- to 
l,OOO-Hz range that produce the most associated intervals. . 
Thus, from the perspective of a population interval model 
for pitch, it is immaterial whether the frequency components 
are psychophysically resolved or not, as long as intervals 
related to the fundamental are produced (see discussion of 
Fig. 12 in the companion paper). Interval-based models of 



NEURAL CORRELATES OF BITCH II 1731 

pitch therefore have the advantage of explaining the pitches 
generated by both resolved and unresolved harmonics in 
terms of the same mechanism. 

Summury of pitch results 

Taking the physiological data in its entirety, predominant 
interval models for pitch yield surprisingly satisfactory, com- 
prehensive, and economical explanations for the pitch of 
complex tones. Many pitch phenomena are simply explained 
with the few model assumptions outlined above: the missing 
fundamental, pitch invariance with respect to level, pitch 
equivalence of spectrally diverse stimuli, pitch salience, 
pitch shift, phase insensitivity, and the dominance region for 
pitch. With the addition of a probabilistic pitch allocation 
rule, the population interval model can also explain the mul- 
tiple pitches heard for some complex tones (pitch ambigu- 
ities). With assumptions concerning local temporal congru- 
ity of pitch judgments, the model can also give a reasonable 
account of pitch circularity. 

Interval-based analysis could also be extended to form 
models for musical consonance (Tram0 et al. 1992). In 
terms of pooled interval distributions, musical consonance 
is associated with fewer competing periodicities, whereas 
dissonance is associated with many competing periodicities 
(cf. Patterson 1986). Musical intervals with low integer ra- 
tios (e.g., 3:2, 4:3, 54) produce simpler autocorrelation pat- 
terns (fewer competing pitches) than do those with higher 
integer ratios (e.g., 12: 11, 45:32), and these differences are 
directly reflected in pooled interval distributions. 

As it stands, the predominant interval hypothesis has two 
apparent weaknesses. In the companion paper it was reported 
that the physiologically estimated salience of the 160-Hz 
pure tone was lower than expected relative to the estimated 
saliences of several complex tones. Likewise, in the present 
paper the dominance of harmonics 3-5 over harmonics 6- 
12 extended downward only to fundamentals as low as 160 
Hz. Although the lower-frequency boundary of the domi- 
n.ance region is less well delineated in the psychophysical 
literature than the upper one, it was expected that harmonics 
3-5 would dominate for fundamentals at least down to 100 
Hz. Both of these results could be due to insufficient weight 
given to very low-CF responses when human population 
interval distributions are estimated from cat data. The second 
shortcoming of the predominant interval model is its inability 
to explain the Flanagan and Gutman click rate pitch. Here 
much more weight would need to be given to high-CF re- 
sponses. 

Central processing of temporal information for pitch . 

The strong correspondence between pitch judgments and 
the population interval distribution of the auditory nerve 
begs the question of the mechanism by which the central 
auditory system computes pitch. Perhaps the most convinc- 
ing evidence for a central temporal analysis comes from 
electrical stimulation of humans via single-channel cochlear 
implants, where only very minimal “place” information is 
thought to be present. Psychophysical studies indicate that 
temporal periodicities up to several hundred hertz can be 
distinguished (Eddington et al. 1978; Shannon 1992). How- 

ever, the pitches heard are generally weak, and are very 
poorly defined above 400 or 500 Hz, where just-noticeable 
frequency differences can be z 100 Hz. These pitches are 
affected by both temporal pattern and place of stimulation 
in the cochlea (Eddington et al. 1978 ) . These findings have 
decidedly mixed implications for temporal models for pitch. 
On one hand, they constitute an existence proof that purely 
temporal information is utilized by the central auditory sys- 
tem in forming pitch percepts. On the other, it is known that 
electrical stimulation produces more precise phase-locking 
in auditory nerve fibers than does acoustic stimulation 
(Dynes and Delgutte 1992)) so that electrically evoked in- 
terspike interval distributions would be expected to produce 
much finer pitch discriminations than acoustical stimulation, 
in marked contrast to what is observed. Given the enormous 
amount of timing information presumed to be available, it 
can be argued that the purely temporal processing mecha- 
nisms normally play only a weak role in pitch perception, 
participating only in the discrimination of pitches below 300 
Hz (Shannon 1992). This strong line of reasoning notwith- 
standing, it remains to be verified whether peripheral in- 
terspike interval distributions in response to complex electri- 
cal stimuli are indeed qualitatively similar to their acousti- 
cally produced counterparts (Javel et al. 1988; Javel 1988). 
Recent cochlear compound action potential data from human 
cochlear implant users (Wilson et al. 1994) suggest that the 
electrically stimulated auditory nerve may not be capable of 
conveying interval information for frequencies much above 
400 Hz. T-his might then explain why cochlear implants fail 
to produce pitch discriminations above that limit. 

Is enough timing information available at central auditory 
stations to support a temporally based mechanism for pitch? 
There are several ways by which interspike interval informa- 
tion might be conveyed and utilized by central auditory sta- 
tions. One possibility is that temporal discharge patterns in 
the auditory periphery are transformed to discharge rate 
codes more centrally (Eggermont 1993; Epping and Egger- 
mont 1986; Langner 1992; Schreiner and Langner 1988). 
Central auditory units whose discharge rate and/or stimulus- 
locked synchronization of discharges is maximal for particu- 
lar stimulus periodicities have been found in many central 
auditory stations (Epping and Eggermont 1986; Langner 
1992; Langner and Schreiner 1988; Schreiner et al. 1983). 
However, central representations for pitch based on these 
‘ ‘modulation detectors’ ’ have several major difficulties: I) 
modulation tuning is coarse and degrades at high stimulus 
levels (Rees and Moller 1987) and in noise (Rees and 
Palmer 1989), 2) the range of periodicities represented de- 
creases dramatically at more central auditory stations, such 
that the range of best F,s at the cortex is far below the range 
of periodicity pitches heard (Eggermont 1993, 1994)) 3) 
sharply tuned cortical ‘ ‘periodicity detectors” have yet to 
be found (Lyon and Shamma 1995; Schwartz and Tomlinson 
1990; Sheich 199 1) , and 4) analysis of envelope modulation 
is not how the central processor computes periodicity pitch, 
as was ruled out by experiments demonstrating the pitch 
shift of inharmonic AM tones (de Boer 1956; Schouten et 
al. 1962). Whatever the central mechanism for pitch, it must 
operate on either the fine structure of the waveform or the 
harmonic structure of its spectrum. 

Some peripheral interspike interval information may be 
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