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Communication of emotions is of crucial importance in music performance. Yet research has suggested that this skill is neglected in music education. This article presents and evaluates a computer program that automatically analyzes music performances and provides feedback to musicians in order to enhance their communication of emotions. Thirty-six semiprofessional jazz/rock guitar players were randomly assigned to one of 3 conditions: (1) feedback from the computer program, (2) feedback from music teachers, and (3) repetition without feedback. Performance measures revealed the greatest improvement in communication accuracy for the computer program, but usability measures indicated that certain aspects of the program could be improved. Implications for music education are discussed.
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The most profound moments of musical experience often derive from a performer’s ability to communicate heartfelt emotions to the listener. Yet, emotional aspects are often neglected in music education, perhaps because communication of emotions involves tacit knowledge that is difficult to convey from teacher to student. This article presents a new, empirically based approach to learning communication of emotion that involves feedback from a computer program. First, we briefly summarize previous research and outline the program. Then, we report three experiments that explored the efficacy and usability of the program. Finally, we discuss implications of the new approach for music education.

Previous Research

Musical Expressivity

One of the primary themes in the study of music and its performance is that music is heard as expressive by listeners (Budd, 1985; Davies, 1994; Ratner, 1980). People become moved by particularly expressive performances, which for many listeners is the essence of music. Moreover, questionnaire research suggests that performers and music teachers view expression as the most crucial aspect of a performer’s skills (e.g., Laukka, 2004; Lindström, Juslin, Bresin, & Williamon, 2003). Clearly, good technique is required to master a musical instrument, but expression is what really sets performers apart (see Boyd & George-Warren, 1992, pp. 103–108).

Yet, the nature of expressivity itself has largely been shrouded in mystery. Only in the last decade has empirical research yielded a better understanding of the nature of expressive performance. Following the lead of Seashore’s (1938) seminal work, we will use expression to refer to the psychophysical relationships among objective characteristics of the music and subjective impressions of the listener. More recent research has indicated that expression is a multidimensional phenomenon (Juslin, 2003; Juslin, Friberg, & Bresin, 2002) consisting of distinct components of information that involve marking of musical structure (Clarke, 1988), expression of specific emotions (Juslin, 1997a), and giving the music an appropriate motion character (Shove & Repp, 1995). In this article, we will focus on the emotion component of expressivity, while acknowledging that this is not the only important aspect, because clearly it is the emotion component that is most strongly associated with the notion of expression in music (Budd, 1985; Gabrielsson & Juslin, 2003; Juslin & Laukka, 2004; Matthay, 1913).

Music as Communication of Emotions

Emotional expression in music performance is commonly conceptualized in terms of a communication process, in which musicians encode (or express) particular emotions that are decoded (or recognized) by listeners (Juslin, 2005; Thompson & Robitaille, 1992). Although some authors have objected to this notion (Budd, 1989; Serafine, 1980), evidence supporting the notion comes from two kinds of sources.

First, 45 studies have provided compelling evidence that professional performers are able to communicate discrete emotions to listeners by using acoustic features, such as tempo, sound level, articulation, and timbre (for a review, see Juslin & Laukka, 2003). The accuracy with which the emotions are communicated approaches that of facial and vocal expression of emotions. Most of these studies have used a procedure in which musicians were asked...
to play short pieces of music in order to express different emotions (e.g., sadness). The performances were recorded and used in listening tests to see whether listeners could accurately decode the intended expression. Many studies also analyzed the acoustic features of the performances to explore how each emotion was expressed. Such analyses have produced detailed descriptions of the acoustic features used to express various emotions (Juslin, 2001, Figure 14.2).

Second, further evidence supporting the notion of music-as-communication comes from questionnaire studies and interviews with musicians and listeners. In a study featuring 145 listeners (aged 17–74), the majority of the participants reported experiencing that music communicates emotions, as revealed by their own free responses to an open-ended question, and 76% of them responded that music expresses emotions “often” (Juslin & Laukka, 2004). Similarly, a questionnaire study featuring 135 expert musicians revealed that the majority of the musicians defined expression mainly in terms of “communicating emotions” and “playing with feeling,” as indicated by their own free responses (Lindström et al., 2003). Furthermore, 83% of the musicians claimed that they try to express specific emotions in their performance “always” or “often.” Minassian, Gayford, and Sloboda (2003) conducted a questionnaire study featuring 53 high-level classical performers, and investigated which factors were statistically associated with an “optimal” performance. Performances judged as optimal tended to be those where the performer (a) had a clear intention to communicate (usually an emotional message), (b) was emotionally engaged with the music, and (c) believed the message had been received by the audience. Hence, it seems safe to conclude that communication of emotion is a crucial aspect of music performance that a musician needs to address in order to be successful.

Emotion in Music Education

In view of these findings, one would expect expressive skills to be given high priority by music teachers. Although this indeed seems to be the case (Laukka, 2004), many studies have suggested that music teaching focuses mainly on technique rather than on expressivity (Hepler, 1986; Persson, 1993; Rostwall & West, 2001; Tait, 1992), and many method books for music instrument teaching do not cover expressive aspects at all (e.g., Rostwall & West, 2001). This neglect of expressivity may result in students developing expressive skills rather late in their artistic development. Thus, for example, 48% of the music students in Woody’s (2000) questionnaire study did not become “seriously concerned with expressivity” until they were well into high school, or even in their first year of college.

Closer examination of the literature on music education reveals that this concern is not exactly new: More than 40 years ago, Hoffren (1964) observed that expression was a “neglected area” reflecting “the present American obsession with technique” (p. 32); Marchand (1975) voiced “a suspicion that performance teaching/learning is too technique-oriented” and that programs solely devoted to technical skills may yield “performers who lack expression in their playing” (p. 14); Reimer (2003) encouraged music educators to devote more attention to emotion and expression in music, arguing that the emotional dimension of music “is probably its most important defining characteristic” (p. 72). Still, little had apparently changed when Juslin and Persson (2002) reviewed the topic nearly 40 years after the first critical remarks. Why has expression continued to be neglected in music education?

First, the nature of expression does not lend itself easily to formalized description; for instance, much knowledge about expression is tacit and therefore difficult to express in words (e.g., Hoffren, 1964). This is problematic because teaching is apparently dominated by verbal instruction (Karlsson & Juslin, 2005). Second, studies of how performers express emotions in music performance only matured in the last decade (Juslin & Laukka, 2003, Figure 1). Hence, researchers have not been able to provide teachers with theories or findings that could guide teaching. Instead of providing explicit instruction with respect to emotional expression, teachers have mostly used strategies that address expression only indirectly.

Traditional Teaching Strategies

One of the traditional strategies used to teach a student how a piece of music should be performed is musical modeling (Dickey, 1992). The teacher’s performance provides a model of what is desired from the student and the student is required to learn by imitating this model. Although modeling is useful (e.g., Ebie, 2004), it has certain limitations. One limitation is that the student is required to pick up the relevant aspects of the model and that it can be hard for a student to know what to listen for and how to represent it in terms of specific skills (Lehmann, 1997). Furthermore, some authors worry that imitation might lead to superficial skills that are difficult to apply to new situations (Tait, 1992).

However, there are a number of experiential teaching strategies also, which instead aim at conveying the subjective aspects of performing to a student. One such strategy is the use of metaphors. Metaphors are used to focus the emotional qualities of the performance by serving as a reference or evoking a mood within the performer (Barten, 1998; Rosenberg & Trusheim, 1989). For example, a teacher may say: “Close your eyes and think about how you would feel if you received a phone call later that day saying a close friend or relative was just killed in an accident” (Bruser, 1997, p. 57). Although metaphors can be effective, there are problems with them. For instance, metaphors depend on the performer’s personal experience with words and images, and because different performers have different experiences, metaphors are frequently ambiguous (e.g., Persson, 1996, pp. 310–311).

Another teaching strategy endorsed by some teachers is to focus on the performer’s felt emotions (Woody, 2000), trusting that these emotions will naturally translate into appropriate sound properties. Many music students and teachers believe that the emotions must be felt by the performer in order to be communicated well (e.g., Laukka, 2004; Lindström et al., 2003). However, felt emotion provides no guarantee that the emotion will be successfully conveyed to listeners, neither is it necessary to feel the emotion in order to communicate it successfully. On the contrary, strong emotional involvement could lead to muscle tension, with detrimental effects on the performance (Gellrich, 1991).

Finally, teachers may use musical directions; that is, comments that directly address the relevant acoustic parameters. Woody (1999), for example, has argued that “the most effective approach for expressive performance involves conscious identification and implementation of specific expressive features” (p. 339). However,
to be successful this strategy requires that the teacher has explicit knowledge about expression, which may not always be the case.

The Importance of Feedback

What is required for effective learning to occur? Based on their extensive overview of a century of research on skill acquisition, Ericsson, Krampe, and Tesch-Römer (1993) proposed three elements that are required in a learning task for it to qualify as deliberate practice: (a) a well-defined task, (b) informative feedback, and (c) opportunities for repetition and correction of errors. Feedback is defined as a “process by which an environment returns to individuals a portion of the information in their response output necessary to compare their present strategy with a representation of an ideal strategy” (Balzer, Doherty, & O’Connor, 1989, p. 412). This definition suggests that many traditional teaching strategies (e.g., metaphors and felt emotion) do not provide informative feedback, because they do not provide the performer with a direct comparison of his or her current performance strategy with an optimal strategy. In his review, Tait (1992, p. 532) concluded that “teaching strategies need to become more specific in terms of tasks and feedback.” Can empirical research help to solve this problem?

In fact, a number of recent projects have aimed to explore novel approaches to teaching expressivity (Dalgarno, 1997; Johnson, 1998; Sloboda, Minassian, & Gayford, 2003; Woody, 1999), but none of these have focused specifically on communication of emotions. Therefore, in a project called Feedback Learning of Musical Expressivity (Feel-ME), the present authors have developed a novel computer program that aims to enhance a performer’s communication of emotions by providing feedback according to the above definition (Juslin, Laukka, Friberg, Bresin, & Lindström, 2001). The program is intended as a complement to traditional teaching strategies aimed at enhancing expressivity.

A New Approach

Brunswik’s Lens Model

Communication of emotion requires that there is both a performer’s intention to express an emotion and recognition of this same emotion by a listener. Such communication involves the ability to vary in appropriate ways a number of different musical features: fast-slow, loud-soft, staccato-legato, bright-dark, and so forth. These features have certain characteristics that are crucial to understand in order to devise an efficient teaching strategy. Juslin (1995, 2000) suggested that we should use a variant of Brunswik’s (1956) lens model to capture the special characteristics of the communicative process, and this model forms the basis of the computer program that we have developed.

The Brunswikian lens model (see Figure 1) can be used to illustrate how musicians are able to communicate emotions by employing a set of acoustic cues (bits of information) such as

![Figure 1. A modified version of Brunswik’s lens (1956) model for communication of emotions in music performance (adapted from Juslin, 2000).]
tempo, sound level, and timbre that are uncertain, but partly redundant (the cues covary to some extent). The expressed emotions are recognized by listeners, who use these same cues to recognize the intended expression. The cues are uncertain since they are not perfectly reliable indicators of the intended expression. Thus, for instance, fast tempo is not perfectly correlated with expression of happiness, because fast tempo is also used in expression of anger. None of the cues, therefore, is completely reliable when used in isolation, but by combining the values of a number of cues, performers and listeners can achieve reliable expression and recognition, respectively. Listeners integrate the various cues in a mainly additive fashion in their emotion judgments, which can explain how the communication can be successful on different musical instruments that offer different cues. Brunswik’s notion of vicarious functioning may be used to describe how listeners use partly interchangeable cues in flexible ways, sometimes shifting from a cue that is unavailable to one that is available. Cues are interchangeable, because they are partly redundant. The redundancy among cues partly reflects how sounds are produced on musical instruments (e.g., a harder string attack produces a tone, both louder and sharper in timbre). (For further evidence and discussion of the instrumental statistics. There are several indices in the lens model that are key in understanding the communicative process. (For a description of how each index is measured, see Method section.)

Achievement ($r_a$) refers to the relationship between the performer’s expressive intention (e.g., intending to express sadness) and the listener’s judgment (e.g., perceiving sadness). It is a measure of how well the performer succeeds in communicating a given emotion to listeners.

Cue weight ($\beta_1, \beta_2, \beta_3, \ldots$) refers to the strength of the relationship between an individual cue (e.g., tempo), on the one hand, and a performer’s intentions or listeners’ judgments, on the other. Cue weights indicate how individual cues are actually used by performers and listeners, respectively (e.g., that the performer uses fast tempo to express anger or that listeners use fast tempo to recognize anger).

Matching (G) refers to the degree of similarity between the performer’s and the listeners’ use of acoustic cues, respectively. For effective communication to occur, the performer’s use of cues (i.e., his or her cue weights) must be reasonably matched to the listeners’ use of cues.

Consistency ($R_c$ and $R_s$) refers to the degree of consistency with which the performer and listeners, respectively, are able to use the cues. Other things equal, the communication will be more effective if the cues are used consistently.

The relations among the different indices of the lens model have been mathematically formulated in terms of the lens model equation (Hursch, Hammond, & Hursch, 1964), which allows one to explain achievement in terms of matching and consistency. The essential point in the present context is that the upper limit of achievement is set by the matching, performer consistency, and listener consistency. Therefore, if the musical communication of an emotion is unsuccessful, this could be because (1) performer and listeners use the cues differently (i.e., poor matching), (2) the performer uses the cues inconsistently, or (3) the listeners use the cues inconsistently. Only by analyzing these three indices separately can one explain the success of the communication in a particular situation (see also Juslin & Scherer, 2005).

**Cognitive Feedback**

The lens model offers a useful tool for improving communication of emotion in music because it provides explicit knowledge about the relationships among performers, cues, and listeners. This information may be used to provide cognitive feedback (CFB). The notion of CFB is to allow a music performer to compare a regression model of his or her playing to an optimal regression model of playing based on listeners’ judgments (Juslin & Laukka, 2000).

The term CFB was first introduced in studies of human judgment by Hammond (1971), who provided judges with feedback about task properties and judgment strategies. CFB is usually contrasted with outcome feedback, where judges only receive information about whether the judgment was good or bad, but no information about why.

In what way does CFB differ from the kind of feedback commonly provided by music teachers? First, CFB corresponds more closely to the definition of feedback that was given earlier, since it provides a direct comparison of the present strategy with an optimal strategy. Second, CFB differs from teachers’ feedback in how the feedback is derived. Many of the performer’s manipulations of acoustic cues are audible to listeners in general and to teachers in particular. Yet, it is difficult for a human perceiver to infer the statistical relationships that exist among expressive intentions, acoustic cues, and listener judgments (see Figure 1), let alone the relations among the cues themselves. It is well-known from extensive research on human judgment that judges are commonly unable to explain the basis of their judgments, especially in situations that feature several uncertain cues (Brehmer, 1994). CFB solves this problem by using a statistical method (multiple regression analysis) that makes it possible to describe the complex relationships with a precision that would be hard to achieve for a human perceiver.

A pilot study featuring guitar players at an intermediate level of expertise explored the efficacy of CFB (Juslin & Laukka, 2000). The results showed that CFB yielded about a 50% increase in communication accuracy after a single feedback session, as indicated by listening tests. The regression models of the performers and the listeners in the study were obtained by manually extracting all acoustic cues of the performances and conducting regression analyses using standard software. Such measurements and analyses are complex and time-consuming, wherefore a teaching method that would require teachers to manually extract acoustic cues is not a feasible alternative in music education. Thus, an important goal of the Feel-ME project was to create a computer program that would automatically analyze music performances and provide CFB to performers.
The Feel-ME Program

A first prototype of a computer program that offers CFB to music performers has been developed by the present authors.\(^1\) The current version of the program is implemented using the Matlab platform for mathematical computations. The program is organized in terms of four modules, each associated with a distinct user activity in a circular process of recording (the Recorder), analyzing acoustic cues (the Researcher), receiving feedback (the Teacher), and monitoring progress (Learning Curves). The goal was to create a program that would be easy to use even for students without much experience of using computers. The design of the program is best illustrated by the user procedure, as described in the following.

In the first phase, the performer is instructed to record several different performances of the same melody in order to communicate various emotions (e.g., happiness, sadness) that are selected at the outset. The performer records several versions of each emotional expression to obtain a representative sample of performances. The performances are stored in the computer memory, and acoustic cues (e.g., tempo, sound level, articulation) are automatically analyzed by the program. Which of these cues are used in further stages of the analysis depends on the particular musical instrument used, since different instruments provide different opportunities for varying each of these cues. Multiple regression analysis is used to model the relationships between the performer’s expressive intention and the acoustic cues. This produces indices of consistency (multiple correlation, \(R_c\)) and cue weights (correlations or beta weights, \(\beta\)) for the performer. The performer models are also compared to stored regression models of listeners’ judgments of emotion in music performances based on previous listening experiments. These listener models are used to simulate new judgments, which are used by the program to obtain indices of achievement and matching. (For details, see Method section.)

In the second phase, the performer requests feedback from the program; this includes a visual and numerical description of the performer’s use of cues, the listeners’ use of cues, the matching between performer’s and listeners’ cue weights, the consistency of the performer’s use of cues, and the achievement. All this is shown in a graphical interface that resembles the lens model (see Figure 2). This makes it possible to compare directly how performer and listeners use the same cues. Instances of poor matching are highlighted by the black (which appear red in the Juslin et al., 2004, article) arrows that signal that a change in utilization of a cue in a specific direction is recommended. The recommendation is also expressed verbally (e.g., softer). If the performer is using cues in an inconsistent manner, this will be apparent from the consistency index (achievement, matching, and consistency are transformed from correlations to scores from 1 to 5, based on the old Swedish school system). From this point, the performer should try to change his or her use of the cues according to the provided feedback (e.g., to use more legato articulation to communicate sadness).

In the final phase, the performer repeats the first task once again (i.e., recording several music performances that express specific emotions). The program again records and analyzes the acoustic cues of the performances and uses simulated listener judgments to obtain updated lens model indices, which may be compared with previous findings. The aim is to see whether the performer has improved his or her communication by changing the use of cues in the ways recommended by the CFB. By observing the updated CFB, the performer can swiftly examine which cues are used effectively, and which cues need continued attention. This feedback cycle may be repeated as many times as deemed necessary, depending on the goals.

The Feel-ME program has two advantages: First, it is well-suited to the nature of the communicative process, as described by empirical research, because it models the uncertain relationships among intentions, acoustic cues, and judgments, and help to render transparent the communicative process. Indeed, whereas most traditional teaching strategies focus either on acoustic properties (e.g., modeling) or experiential aspects (e.g., metaphors), the Feel-ME program resolves this dualism by describing the relationships between the two. Second, the Feel-ME program comprises the three elements required for deliberate practice: namely (a) a well-defined task, (b) informative feedback, and (c) opportunities for repetition and correction of errors. Although there exist a large number of computer programs for the music profession (for overviews, see Bartle, 1987; Webster, 2002), this is the first program aimed at enhancing communication of emotions.

The Present Study

The purpose of the present study was to evaluate the new computer program. The first aspect of the program that was evaluated was its performance—does the program improve a performer’s communication? Because software development is a costly and time-consuming endeavor, it was regarded as important to be able to demonstrate modest efficacy, at least, of the program in order to justify the costs of further development. Thirty-six semi-professional jazz/rock guitar players were thus randomly assigned to one of three experimental groups: (1) CFB group, (2) Teacher feedback group, and (3) Contrast group (no feedback). Performance measures were obtained in pre- and posttests. The primary question was how each condition would influence the performers’ communication of emotions. Although one could expect all three experimental groups to improve from pre- to posttests (e.g., through practice effects or statistical regression toward the mean), we anticipated significant differences with regard to the degree of improvement.

First, based on the assumption that both the Feel-ME program and music teachers would be able to provide useful feedback to the performers, we predicted that the CFB group and the Teacher group would show a larger improvement in communication accuracy than the Contrast group. Second, assuming that the Feel-ME program would be able to provide more specific feedback to the performers than the music teachers, we predicted that the CFB group would show a larger improvement in communication accuracy than the Teacher group. These predictions were tested on

---

\(^1\) The Feel-ME program was jointly developed by the members of the Feel-ME project. The overall design of the program and the procedure used to obtain CFB were developed by Juslin; the implementation of this design was done by Schoonderwaldt in collaboration with Juslin; the cue extraction algorithm (CUEX) was developed by Friberg in collaboration with Schoonderwaldt and Juslin. Remaining members participated in the testing of the program.
performance measures obtained from the Feel-ME program (which was used to record the music performances) and two listening experiments (which allowed us to compare the estimates of the Feel-ME program with listeners’ judgments).

The second aspect of the Feel-ME program that was evaluated was its usability—is the program user-friendly? It has been recognized that efficacy is not the only important criterion in the evaluation of a novel application. Of equal importance is users’ subjective impressions, since if people do not have a favorable reaction to the application, they will not use it anyway (e.g., Balzer et al., 1989). The users’ interaction with the program was measured by means of video observation, and their subjective reactions were measured by a questionnaire. Based on previous research on performers’ attitudes toward computer-assisted teaching of expressivity (Lindström et al., 2003), we anticipated a negative impression of the program.

Method

Recording Experiment

Performers. Thirty-six semiprofessional guitar players, aged 21 to 49 ($M = 28$), 35 males and one female, participated in the study. They could use their own electric guitar to ensure that they were familiar with the instrument. Their playing experience ranged from 5 to 39 years ($M = 16.5$) and they mainly performed jazz and rock. The performers were paid for their voluntary and anonymous participation. They were informed that they would be videofilmed during the experiment, and that they could abort the session at any time.

Music teachers. Four guitar teachers, all males, aged 25 to 53 ($M = 38$) participated in the study. They were paid for their anonymous and voluntary participation. The teachers’ playing experience ranged from 15 to 40 years ($M = 24.5$). Their teaching experience ranged from 6 to 30 years ($M = 14.5$) and they mainly taught jazz and rock styles. All of them worked professionally as musicians in addition to being teachers at various levels of music education. A questionnaire administered after the experiment showed that all four teachers regarded it as very important to teach expressivity to music students.

Procedure

The performers were randomly assigned to one of three experimental conditions (see below). The basic task was the same in all conditions: The performer was required to play a brief melody, *When the Saints*, so that it would express happiness, sadness, anger, and fear, respectively. These are the four emotions that have been most extensively studied in earlier performance analyses and listening tests (Juslin & Laukka, 2003, Table 3). The results have shown that these emotions are easy to express in music performance, thus ensuring that the emotion labels as such would not prevent reliable communication in this study. However, a different set of labels might be used, since CFB is a general method not tied to any specific emotion label. The piece was chosen because it was short, familiar, easy to play, and highly prototypical of jazz. The performer was asked to play five
versions of each emotion, and to make them as similar as possible. A large number of performances was required in order to obtain a representative sample of performances as well as a reasonable number of cases for subsequent regression analyses. The 20 performances were recorded in both a pretest and a posttest. Each performer thus recorded 40 performances (i.e., 5 versions × 4 emotions × 2 tests). In total, then, 1,440 performances were recorded. The performances were recorded by means of the Feel-ME program, with the guitar connected to a small preamp (Korg Pandora), that, in turn, was connected to a computer. The performances were stored as audio files (22 kHz). The recording process was handled by the experimenter, except in the CFB condition where the performer interacted directly with the Feel-ME program.

Communication of emotion involves many cues that are used differently depending on the emotion. To avoid cognitive overload, performers in the feedback groups were instructed to focus on only two of the four emotions during the feedback session. Also, to avoid ceiling effects (e.g., because some participants already had managed to express a particular emotion reliably, thereby making further improvement impossible), feedback sessions focused on the two emotions that the performer had been least successful in expressing initially, as revealed by the achievement in the Feel-ME program; for instance, if a performer in the CFB group or the Teacher feedback group had been least successful in expressing happiness and fear, these were the two emotions that subsequent feedback from program or teacher would focus on. To render results from the three experimental groups comparable, all performance measures in all conditions were taken for the two emotions for which the performer showed the lowest initial achievement. These emotions differed depending on the performer although all emotions were represented in some cases, at least. However, because different emotions were not represented equally, thus rendering comparisons among emotions inappropriate, all performance measures were averaged across emotions in the subsequent data analyses. The remaining features of the procedure were unique to each group, as explained in the following.

Cognitive feedback group. After a brief exploration of the computer program supervised by the experimenter, the performer was required to go through one cycle of CFB, as described previously. The feedback focused on four acoustic cues (i.e., tempo, sound level, articulation, timbre), which have been found to be of crucial importance in communication of emotions in music performance in general (Juslin & Laukka, 2003, Table 7), and electric guitar playing in particular (Juslin, 2000). While the Feel-ME program could include further cues (e.g., vibrato, attack), pilot listening tests revealed that these other cues contributed little predictive power to multiple regression models of listeners' judgments of emotion in electric guitar performances. The performer's interaction with the program was filmed, and the performer also completed a usability questionnaire (described below). The complete experiment took about 2 hours.

Teacher feedback group. The performer carried out the same basic task as in the CFB condition, except that the feedback was now provided by a teacher. There are many teaching strategies that a teacher may use, but research has indicated that verbal instruction dominates in instrumental teaching (e.g., Karlsson & Juslin, 2005; Sang, 1987; Speer, 1994). Therefore, teachers were required to use verbal instruction as much as possible. However, teachers were allowed to use any type of verbal instruction (i.e., metaphors, musical directions, focus on felt emotion, outcome feedback) to help the performer improve his or her communication of each of the two target emotions. Musical modeling (where the teacher plays on an instrument) was not allowed, but physical modeling (e.g., gestures) was allowed since it is a natural part of the verbal instruction process. First, the performer arrived at the laboratory and recorded the first 20 performances. The teacher was not present. After the recording the performer took a break while the experimenter examined which emotions had received the lowest achievement (r), in the Feel-ME program. Then, the teacher came to the laboratory and read the instructions. The teacher was asked to listen to the 10 target performances, and to write down verbal feedback that would help the performer to improve his or her communication of each of the two target emotions. Finally, the performer returned to the laboratory again, where the teacher provided feedback to the performer much as in a regular teaching session. Teacher and performer were videotaped during the interaction. The teacher instructions were transcribed and coded post hoc by two of the present authors. Intercoder agreement was estimated using Cohen's Kappa (Howell, 1992). Mean intercoder agreement was κ = .92. As can be seen in Table 1, teachers usually combined different types of feedback. The most common type was musical directions, followed by outcome feedback, metaphors, and physical modeling. The complete experiment took about 1 1/2 hours.

Performance Measures

The Feel-ME program computed a number of performance measures that were used to provide CFB to the performers and that also could be used to examine various aspects of the communicative process.

Acoustic measures. Measures of tempo, sound level, articulation, and timbre from the 1,440 performances recorded were automatically analyzed by means of the CUEX algorithm (Friberg, Schoonderwaldt, & Juslin, in press). Each performance is first segmented into tone boundaries through analyses of both sound level and pitch. Potential tone onsets and offsets are detected by finding segments with similar fundamental frequency (pitch) and substantial dips in the sound level. Then, for each detected tone, the following eight acoustic parameters are computed by the algorithm: pitch (in semitones), sound level (dB, upper quartile of sound level within onset-offset), instantaneous tempo (notes per second), articulation (percentage of pause duration), attack velocity (dB/s), spectral balance (dB, difference between high and low spectral content; i.e., a correlate of the perceived timbre), vibrato rate (Hz), and vibrato extent (semitones). The most difficult aspect of the cue extraction is to correctly detect the indi-

<table>
<thead>
<tr>
<th>Feedback type</th>
<th>Teacher</th>
<th>Performer</th>
<th>Mu</th>
<th>Ou</th>
<th>Me</th>
<th>Mo</th>
<th>Mi</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>10</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>2</td>
<td>9</td>
<td>5</td>
<td>3</td>
<td>6</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>3</td>
<td>11</td>
<td>3</td>
<td>6</td>
<td>7</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>5</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>7</td>
<td>18</td>
<td>13</td>
<td>12</td>
<td>0</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>8</td>
<td>6</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>9</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>J</td>
<td>10</td>
<td>17</td>
<td>3</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>11</td>
<td>14</td>
<td>22</td>
<td>10</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>L</td>
<td>12</td>
<td>79</td>
<td>50</td>
<td>48</td>
<td>22</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Note. Mu = musical directions, Ou = outcome feedback, Me = metaphors, Mo = modeling, Mi = miscellaneous (i.e., verbal utterances that could not be easily categorized). Values show the frequency of occurrence for each feedback type.
vidual tones. Preliminary estimates of mean recognition rate, ranging from 90% to 99% (depending on the type of performance sample), reveal that the detection is far from perfect (Friberg et al., in press). However, since subsequent statistical analyses by the Feel-ME program (see below) use only averages of cues across each performance, and rely on correlation statistics, less than perfect note-detection accuracy was not considered a serious problem in this context (see also Friberg, Schoonderwaldt, Juslin, & Bresin, 2002).

**Performer models.** The acoustic measures were used by the Feel-ME program to create models of each performer’s playing strategy. One multiple regression analysis was conducted for each emotional expression by each performer in both pre- and posttest. Thus, no less than 288 (36 performers × 4 emotions × 2 tests) regression analyses were computed. All regression analyses were conducted by means of simultaneous (as opposed to stepwise) linear regression. The performer’s expressive intention was the dependent variable and the cues (tempo, sound level, articulation, timbre) were the independent variables; that is, the analyses were designed to reveal how well the intended emotions could be predicted from a linear combination of the cues. The performer’s intention was coded dichotomously for each emotion analyzed, so that all performances made with this intention were coded 1, whereas all other performances were coded 0. The cues were coded continuously, using raw data from the acoustic analyses. Each performer model was based on 20 performances (i.e., a case-to-predictor ratio of 5 to 1). The multiple correlation of the regression model was used as a measure of performer consistency. Previous research has indicated that linear regression models provide a good fit to performers’ and listeners’ utilization of acoustic cues in communication of emotions (Juslin, 1997b; Juslin & Madison, 1999), as could be expected from the lens model (see the introduction).

**Cue weights.** The Feel-ME program allows a choice of either beta weights or regular correlations as indices of cue weights. In the present study, we chose to use the latter index based on the assumption that it may be easier to interpret for a musician who is not familiar with statistics. Thus, to measure the relations among performers’ expressive intentions and cues, the point-biserial correlations ($r_{pb}$) between the performer’s intention and each of the four cues were calculated. The performer’s intention was coded dichotomously (see above) and the cues were coded continuously, using raw data from the acoustic analyses. Thus, for example, the point-biserial correlation between anger intention and mean tempo indexes the extent to which the tempo increases or decreases when the performer intends to express anger (1) as opposed to other emotions (0). This measure was used to index the performer’s cue weight for tempo in regard to expression of anger.

**Listener Models and Simulation of Judgments**

The performer models were related to stored regression models of listeners’ judgments by the Feel-ME program. These listener models derived from previous listening experiments in which listeners judged the emotional expressions of a wide range of musical performances with various emotional expressions. (For examples, see Juslin, 1997b, 2000.) Both musically trained and untrained listeners were included, though previous research has indicated that the differences between experts and novices are quite small when it comes to emotion judgments (Juslin, 2001). All models were based on listening tests that featured the same melody as was used in this study to ensure that the models would be suitable for the piece and style. Multiple regression analysis was used to model the relations between listeners’ judgments and acoustic cues. The judgments were subjected to one simultaneous regression analysis for each emotion. The mean listener rating on the respective scale was the dependent variable and the cues were the independent variables.

The stored listener models were used to simulate listener judgments through a method called *judgmental bootstrapping* (e.g., Cooksey, 1996). Basically, this means that a multiple regression equation line that was originally fitted to a sample of cases with certain predictor values is subsequently applied to a new sample of cases with different predictor values. This is slightly similar to a cross-validation procedure in multiple regression. Thus, in the present context, the stored regression model of listeners’ emotion judgments was used to predict new listener judgments by entering the cue values from the acoustic analyses (see above) into the existing regression equation. While applying this equation to a new sample may be expected to lead to a drop in predictive accuracy, previous studies suggest that bootstrapping may lead to judgment accuracy equal to or above the accuracy of individual judges (e.g., Dawes, 1982; Dawes & Corrigan, 1974).

**Lens model indices.** Achievement ($r_a$) was measured for each emotional expression by each performer in pre- and posttest by the point-biserial correlation between the performer’s expressive intention (dichotomously coded) and the predicted listener rating by the Feel-ME program (continuously coded). Matching ($G$) was measured by the correlation ($r$) among the predicted values of the performer’s regression model and the predicted values of the listeners’ regression model. This correlation may be interpreted as the degree to which the performer’s cue weights and the listeners’ cue weights would agree if both regression models were perfect ($R_a = R_a = 1.0$). Matching is independent of consistency since it is corrected for inconsistency.

**Usability**

The usability of the Feel-ME program was measured using standard methods from the field of human-computer interaction (Olson & Olson, 2001). The user’s interaction with the program was measured by video observation and a questionnaire that also indexed the user’s subjective reactions to the program. The questionnaire contained 31 questions. Some questions were inspired by *Questionnaire for User Interface Satisfaction* (Chin, Diehl, & Norman, 1998) and *Nielsen’s Attributes of Usability* (Nielsen, 1993). Other questions were particular to the Feel-ME program. The questions addressed aspects such as the naming of commands, the organization of program modules, the consistency of terminology use, as well as more general impressions. Two digital video cameras (*Sony DCR-PC105E*), recorded the performer’s interaction with the computer program. The performer sat on a chair in front of the computer. One camera filmed the performer diagonally from the front (angle: 20 degrees; distance: 2.5 m) to record his or her facial expressions and postures. The other camera was placed 1.5 m to the right of the performer, directly facing a second computer screen that projected the same image as the screen in front of the performer, in order to record the performer’s navigation in the program. Both video cameras recorded both sound and vision. The performer’s screen activity, speech, and behavior were transcribed. First, a rough transcription of the complete session was made. Then, episodes of particular importance (e.g., mistakes) were transcribed in finer detail.

**Listening Experiments**

**Listeners.** In Experiment 1, 16 musically trained listeners (university students with experience of playing musical instruments), 9 females and 7 males, 20–34 years old ($M = 28$), participated. In Experiment 2, 14 untrained listeners (university students without any experience of playing musical instruments), 7 females and 7 males, 20–33 years ($M = 25$) participated. The listeners were paid or received course credits for their anonymous and voluntary participation.

**Musical Material**

The musical material was the same in both experiments and consisted of a subsample of the 1,440 performances recorded. Stimuli were selected in accordance with the procedure used in the feedback sessions (see above). Thus, for each performer, we focused on the two emotions for which the
performer had obtained the lowest initial achievement (according to the computer program). However, because there were as many as five performances of each emotion by each performer in each test (pre/post), some reduction was necessary to obtain a manageable number of stimuli. Hence we randomly selected one performance of each of the two emotions for each performer and test. All together, 144 performances (36 performers × 2 emotions × 2 tests) were included.

Procedure

In Experiment 1, listeners made forced-choice judgments of the performances, which were presented in blocks of pairs with similar intended emotional expressions. Unknown to the listener, one member of each pair was a pretest performance by one of the 36 performers and the other member was a posttest performance by the same performer. The listener’s task was simply to judge which of the two versions in each stimulus pair was the most happy (sad, angry, and fearful, respectively). Two randomized stimulus orders were created in which also the order of pre- and postversions within stimulus pairs were randomly distributed across the two stimulus orders. Half the listeners received one stimulus order and the other half received the other stimulus order, according to random assignment.

In Experiment 2, listeners were instructed to rate each stimulus with regard to how well it matched each of the adjectives happy, sad, fearful, and angry, on a scale from 0, not at all, to 9, completely. All emotional expressions were presented in the same block. The order of the stimuli was randomized for each listener. The order in which the adjective scales appeared on the screen was randomized for each listener, but remained the same throughout the session.

Both experiments were conducted individually, using computer software to play sound files (wav format) and to record the listeners’ responses (pressing buttons or adjusting sliders with the computer mouse). Participants listened to the stimuli through headphones (AKG-141) at a comfortable sound level, and they could proceed at their own pace. A break lasting a few minutes was inserted between blocks (Experiment 1), or at stimulus numbers 36, 72, and 108 (Experiment 2). Both experiments took approximately 1.5 hours, including breaks.

Results

Performance Measures

Experiment 1

Figure 3 (upper panel) shows the results from Experiment 1, in which listeners made forced-choice judgments between pre- and posttest versions of performances with the same emotional expression (e.g., which performance sounds more “happy”? ). The task of judging which one of two performances best expressed a given emotion was regarded as statistically powerful in detecting even very subtle differences in expression between pre- and posttest in each condition. Moreover, the use of musically trained listeners was expected to increase the sensitivity of the listening experiment. As explained earlier, because different emotions were not equally represented, the results were averaged across emotions. Hence, they indicate the overall extent to which the posttest versions were judged as better or worse exemplars of the intended emotions than were the pretest versions. The primary question in Experiment 1 was how each condition would influence the performers’ communication accuracy, as indexed by listeners’ judgments. To determine the relative extent of improvement in accuracy among the experimental groups, we performed orthogonal comparisons of the pre/post difference scores. The results are shown in Table 2 (upper section). Consistent with prediction 1, the CFB group and the Teacher group showed a larger improvement than the Contrast group. This effect was medium (r_{pb} > .24), according to Cohen’s (1988) guidelines. However, inspection of Figure 3 reveals that the CFB group accounted for most of this effect. This was confirmed by a second comparison, which indicated that, consistent with prediction 2, the CFB group improved more than the Teacher group (see Table 2).

Also shown in Figure 3 is the predicted level of achievement by the Feel-ME program (lower panel). Hence, means of the proportion of pre versus post versions that were selected by listeners in Experiment 1 can be compared with the predicted ratings by the program for the same stimuli. Note that the scales in the upper and lower panels of Figure 3 are different, as they present different types of data. However, the overall patterns can still be compared and are highly similar. Orthogonal comparisons (Table 2, middle section) confirmed that, as was the case for the listener judgments, the Feel-ME program estimated a larger improvement for the CFB group and the Teacher group than for the Contrast group, and a larger improvement for the CFB group than for the Teacher group.

Experiment 2

The findings of Experiment 1 were replicated in Experiment 2, in which other listeners rated each performance on four adjective scales. The judgment task in Experiment 2 arguably provided a less biased estimate of the perceived emotional expression than the judgment task in Experiment 1. First, the intended emotion was not disclosed to the listener. Second, the listener was not forced to choose one emotion. Figure 4 presents listeners’ mean ratings of the intended emotion of each performance (across emotions) in pre- and posttest, as a function of condition. We performed orthogonal comparisons of the difference scores (see Table 2, lower section). Again, the CFB group and the Teacher group showed a larger improvement than the Contrast group, and the CFB group showed a larger improvement than the Teacher group.

The effect of CFB was smaller in Experiment 2 than in Experiment 1, perhaps because differences were more difficult to detect in the rating-scale task than in the forced-choice task. Yet, the results suggest that even when all performances with different emotional expressions were presented together in randomized order, and listeners did not know the “right” answer or were forced to choose one performance, they were still able to detect that the performances in the posttest of the CFB condition better conveyed intended emotions than those in the pretest. Thus, the results from Experiments 1 and 2 converge in suggesting that the Feel-ME program was effective in enhancing performers’ communication of emotions.

The data from Experiment 2 also made it possible to compare listeners’ ratings of each of the 144 music performances on each emotion scale with the Feel-ME program’s estimated ratings of these same performances. How well could listeners’ actual judgments be predicted based on the computer program’s simulated judgments? An overall estimate of the predictive accuracy of the program was obtained by conducting a regression analysis with the listeners’ mean ratings of each performance on each scale as the dependent variable, and the program’s estimated rating of each performance on each scale as the independent variable. Four emotion scales and 144 performances yielded a total of 576 cases.
The regression analysis produced a positive correlation ($R = .61$, $F_{1,559} = 328.76, p < .01$, with 15 outliers >2.5 SD removed), but the prediction was far from perfect. It must be noted, however, that a certain loss of predictive accuracy can be expected simply because of the bootstrapping technique (see Method section) that involves applying a multiple regression equation based on one sample of cases to another sample of cases. Considering that multiple regression models of listeners’ emotion judgments in previous studies using real music performances have yielded multiple correlations of about $R = .75$ (Juslin, 2000), the $R$ of .61 in the present, bootstrapped (cross-validated) prediction is not surprisingly low. It should also be noted that, whereas the computer program’s estimation is based solely on the acoustic properties of the music performances, listeners’ judgments are influenced by other, additional factors which might include guessing based on assumed equal distribution of the emotions implied by the rating scales, effects due to cues not accounted for by the Feel-ME program, as well as fatigue and learning effects during the listening test.

**Measures From the Feel-ME Program**

The results from Experiments 1 and 2 indicated that the Feel-ME program was effective in enhancing performers’ communication of emotions, and further suggested that listeners and program made fairly similar judgments of the performances. Hence, it may be informative to explore in detail the various measures of the communicative process provided by the Feel-ME program.
program. An advantage of considering the results from the program is that they are based on a larger sample of music performances ($N = 720$) than the listening experiments ($N = 144$).

We conducted orthogonal comparisons of difference scores for achievement, matching, and consistency. Since both analysis and feedback sessions focused on two emotions for each performer (the two emotions for which the performer obtained the lowest initial achievement; see Method section) there were four achieve-

Table 2

<table>
<thead>
<tr>
<th>Comparison</th>
<th>$M$</th>
<th>$SD$</th>
<th>$t$</th>
<th>$r_{pb}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Listener judgments (Experiment 1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFB/Teacher</td>
<td>3.38</td>
<td>5.16</td>
<td>2.37*</td>
<td>.34</td>
</tr>
<tr>
<td>Contrast</td>
<td>−1.48</td>
<td>7.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFB</td>
<td>6.17</td>
<td>6.93</td>
<td>2.69**</td>
<td>.36</td>
</tr>
<tr>
<td>Teacher</td>
<td>.58</td>
<td>7.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Achievement (Feel-ME program)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFB/Teacher</td>
<td>.45</td>
<td>1.12</td>
<td>2.46*</td>
<td>.31</td>
</tr>
<tr>
<td>Contrast</td>
<td>−2.22</td>
<td>.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFB</td>
<td>1.14</td>
<td>1.71</td>
<td>3.13**</td>
<td>.40</td>
</tr>
<tr>
<td>Teacher</td>
<td>−2.24</td>
<td>1.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Listener ratings (Experiment 2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFB/Teacher</td>
<td>.37</td>
<td>.80</td>
<td>1.89*</td>
<td>.28</td>
</tr>
<tr>
<td>Contrast</td>
<td>−2.11</td>
<td>1.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFB</td>
<td>.75</td>
<td>1.13</td>
<td>2.54**</td>
<td>.32</td>
</tr>
<tr>
<td>Teacher</td>
<td>.01</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. $df = 23$. * $p < .05$ (one-tailed). ** $p < .01$ (one-tailed).

program. An advantage of considering the results from the program is that they are based on a larger sample of music performances ($N = 720$) than the listening experiments ($N = 144$).

We conducted orthogonal comparisons of difference scores for achievement, matching, and consistency. Since both analysis and feedback sessions focused on two emotions for each performer (the two emotions for which the performer obtained the lowest initial achievement; see Method section) there were four achieve-

Figure 4. Listeners’ mean ratings of intended emotions in Experiment 2 as a function of pre- (light bars) and posttest (dark bars) and experimental condition. Whiskers indicate 95% confidence intervals around the mean.

Usability Measures

Questionnaire

Tables 4 and 5 present the main results from the usability questionnaire. As can be seen in Table 4, most users reported a favorable impression of the Feel-ME program: they thought it was “rather good” (75%), “rather fun to use” (67%), “very easy to understand” (75%), and “very easy to learn to use” (67%). Of particular importance is that none of the users reported that the program was difficult to understand or learn to use. However, as revealed in Table 5 there was some variability ($SD = 1.80$) in regard to the perceived difficulty of understanding the feedback from the program; 25% of the users experienced that the feedback was difficult to understand (i.e., rating <3). Moreover, 33% of the performers found it difficult to change their playing in accordance...
with the feedback (i.e., rating <3) since it was difficult to change one acoustic parameter without unintentionally changing other parameters also. When asked to rate the overall quality of the program, the modal response was 3 (i.e., neither very low or very high). Further, when asked whether they would consider using the program in the future, 75% of the users responded negatively (i.e., rating <3). This finding may seem surprising in view of the positive impressions that were also reported (see Table 4). However, the final question shown in Table 5 provides one possible explanation: 58% of the users did not think that the program can improve the ability to communicate emotions, and provided comments such as “you cannot learn how to express emotions on an instrument since emotion is a personal thing” and “expression must be honest, it cannot follow a mold”. Indeed, reported inclination to use the program in the future was significantly correlated with reported beliefs that the program can improve communication of emotions ($r_{10} = .65, p < .05$). Further, users who found it difficult to change their playing strategies in accordance with the provided feedback tended to rate the program more negatively than others ($r_{10} = -.66, p < .05$). Still, despite their skepticism, most users (67%) claimed to have had a high level of ambition in their interactions with the program, which seems indirectly supported by the actual positive outcome with respect to objectives measures of communication accuracy.

### Video Observation

Mistakes were categorized as semantic, syntactic, or interactive; these categories reflect different cognitive levels at which human-computer interaction might occur (Briggs, 1987). A semantic mistake occurs when the user does not understand the logical steps required to solve a particular problem (e.g., not understanding that sound recordings are required in order to get CFB). A syntactic mistake occurs when the user understands the logical steps required, but is unable to map those steps onto the right command facilities available in the program (e.g., not knowing what button to press to start recording). An interactive mistake, finally, occurs when the user knows what to do and how to do it, but simply makes an error in the actual command (e.g., knowing which button to press, but mistakenly pressing another button). Results showed that there were no semantic mistakes, suggesting that the users found the overall design of the Feel-ME program very easy to understand. However, there were 21 syntactic mistakes, which

### Table 3

<table>
<thead>
<tr>
<th>Variable (r^2)</th>
<th>Comparison</th>
<th>M</th>
<th>SD</th>
<th>t</th>
<th>r_ph</th>
</tr>
</thead>
<tbody>
<tr>
<td>Achievement</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CFB/Teacher</td>
<td>.20</td>
<td>.15</td>
<td>2.93**</td>
<td>.53</td>
</tr>
<tr>
<td></td>
<td>Contrast</td>
<td>.06</td>
<td>.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CFB</td>
<td>.28</td>
<td>.24</td>
<td>2.45*</td>
<td>.39</td>
</tr>
<tr>
<td></td>
<td>Teacher</td>
<td>.12</td>
<td>.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Matching (G^2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CFB/Teacher</td>
<td>.21</td>
<td>.20</td>
<td>3.36**</td>
<td>.52</td>
</tr>
<tr>
<td></td>
<td>Contrast</td>
<td>.02</td>
<td>.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CFB</td>
<td>.27</td>
<td>.31</td>
<td>1.35</td>
<td>.23</td>
</tr>
<tr>
<td></td>
<td>Teacher</td>
<td>.15</td>
<td>.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consistency (R^2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CFB/Teacher</td>
<td>.11</td>
<td>.14</td>
<td>.40</td>
<td>-.07</td>
</tr>
<tr>
<td></td>
<td>Contrast</td>
<td>.13</td>
<td>.14</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CFB</td>
<td>.15</td>
<td>.25</td>
<td>.80</td>
<td>.17</td>
</tr>
<tr>
<td></td>
<td>Teacher</td>
<td>.08</td>
<td>.14</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note. df = 11.

* p < .05 (one-tailed). ** p < .01 (one-tailed).

### Table 4

<table>
<thead>
<tr>
<th>Overall impression</th>
<th>n</th>
<th>%</th>
<th>User experience</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very bad</td>
<td>0</td>
<td>0</td>
<td>Very boring</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Rather bad</td>
<td>3</td>
<td>25</td>
<td>Rather boring</td>
<td>3</td>
<td>25</td>
</tr>
<tr>
<td>Rather good</td>
<td>9</td>
<td>75</td>
<td>Rather fun</td>
<td>8</td>
<td>67</td>
</tr>
<tr>
<td>Very good</td>
<td>0</td>
<td>0</td>
<td>Very fun</td>
<td>1</td>
<td>8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Understanding the program</th>
<th>n</th>
<th>%</th>
<th>Learning to use the program</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very difficult</td>
<td>0</td>
<td>0</td>
<td>Very difficult</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Rather difficult</td>
<td>0</td>
<td>0</td>
<td>Rather difficult</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Rather easy</td>
<td>3</td>
<td>25</td>
<td>Rather easy</td>
<td>4</td>
<td>33</td>
</tr>
<tr>
<td>Very easy</td>
<td>9</td>
<td>75</td>
<td>Very easy</td>
<td>8</td>
<td>67</td>
</tr>
</tbody>
</table>

*Note. N = 12.*

### Table 5

<table>
<thead>
<tr>
<th>Question</th>
<th>M</th>
<th>Md</th>
<th>Min</th>
<th>Max</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understanding the feedback suggestions (difficult–easy)</td>
<td>3.60</td>
<td>4.00</td>
<td>2.00</td>
<td>5.00</td>
<td>1.80</td>
</tr>
<tr>
<td>Changing playing according to feedback (difficult–easy)</td>
<td>2.80</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>0.97</td>
</tr>
<tr>
<td>Overall grading of the program’s quality (low–high)</td>
<td>2.80</td>
<td>3.00</td>
<td>2.00</td>
<td>4.00</td>
<td>0.72</td>
</tr>
<tr>
<td>Inclined use of the program in the future (No–Yes)</td>
<td>2.00</td>
<td>1.50</td>
<td>1.00</td>
<td>5.00</td>
<td>1.35</td>
</tr>
<tr>
<td>Possibility to improve communication of emotions using the program (No–Yes)</td>
<td>2.30</td>
<td>2.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.07</td>
</tr>
</tbody>
</table>

*Note. Items were rated on a scale from 1 to 5. Anchors are shown within parantheses. N = 12.*
clearly shows that certain aspects of the design could be improved. Comments in the usability questionnaire and video analyses showed that the syntactic mistakes were primarily due to the misinterpretation of a distinction between session (one recording of a set of performances by a performer) and project (a minimum of two linked sessions by the same performer). There was merely one interactive mistake. In sum, the video observation confirmed the findings from the usability questionnaire in suggesting that the overall design of the Feel-ME program was easy to understand but that particular aspects of the design could be improved. Such improvements could include a simplified recording procedure, more information about the progress when the program is conducting time-consuming tasks, and a more distinct feedback presentation.

Discussion

In this article, we have presented a novel and empirically based approach to improving communication of emotions in music performance featuring a computer program that records and automatically analyzes musical performances in order to provide feedback to performers. Two listening experiments showed that the program was effective in improving the accuracy of the communicative process. Additional measures from the computer program showed that the improvement in communication accuracy was mainly due to the performers being able to change their performing strategies so that they better matched the optimal models based on listener judgments. Consistent with our first prediction, both the program and feedback from teachers were more effective in improving the communicative process than simple repetition without feedback. Consistent with our second prediction, the results suggested that feedback from the program yielded larger improvements in accuracy than feedback from teachers. One possible explanation of this result is that, whereas the Feel-ME program focused solely on the acoustic cues used to express each emotion, the teachers’ feedback often included information that was irrelevant to the task, and that therefore may have been distracting to the performer.

Usability measures showed that the Feel-ME program was favorably perceived by most of the users, but that certain aspects of the design could be improved. It must be noted that the current implementation of the program was done in Matlab®, which poses some limits on the graphical design of the program. Thus, the layout of the program could easily be improved in a second prototype. However, there were other problems. Although most users found the program easy to use, some of the less experienced musicians found that the CFB was difficult to understand and use. It has been proposed that the usability of CFB might be affected by the presentation format: graphic, alphanumerical, or verbal; oral or written; immediate or delayed; simple or elaborated (Hammond & Boyle, 1971). However, most studies so far have obtained only minor effects of presentation format (Balzer et al., 1994). A more severe problem in this study was that inexperienced performers found it difficult to separate the individual cues. The Feel-ME program may therefore be most suitable for performers at an intermediate skill level, who are able to manipulate the cues independently, but who have neither sufficient knowledge about the cue-emotion relationships rendered explicit by the program.

The most striking finding, however, was that most users of the Feel-ME program found it “rather good,” “fun to use,” “easy to understand,” and “easy to learn to use”; yet, when asked whether they would consider using the program if they had the chance, most users responded negatively. This presents us with something of a paradox: the program appears to be working, the users think it is “rather good” and “easy to use,” and still they do not want it. However, the comments in the questionnaire suggest that there was a generally negative attitude toward the use of computers to learn expressivity (e.g., what does a computer know about emotions?). If so, this would be consistent with the results from an earlier questionnaire study in which only 20% of the performers surveyed believed that computers might be used to learn expressivity (Lindström et al., 2003).

We argue that the skepticism shown toward computer-assisted teaching of expressivity reflects myths about expression; for instance, that expression cannot be described objectively; that explicit understanding is not beneficial to learning expressivity; and that expressive skills cannot be learned. Hoffren (1964) suggested that music educators by their words attach much importance to expression, but that they are “suspicious of any attempt to study it objectively,” claiming it is “too subjective and individualistic for measurement and categorization” (p. 32). It is possible that increased incorporation of theories and findings from research on emotional expression in music performance into the curriculum might lead to a reappraisal.

This study has several important theoretical implications that may contribute to such a reappraisal: First, the study suggests that it is possible to measure objectively the variables that underlie expressive performance. Second, the study demonstrates that contrary to what is sometimes claimed (e.g., Woody, 2000), it is possible to learn expressive skills—provided that one receives informative feedback. Performers are able to make use of explicit feedback concerning individual acoustic cues and to translate such information into altered patterns of playing. Finally, the study suggests that it is possible to de-compose the communication skill into matching and consistency of playing, which both contribute to the accuracy with which a performer conveys emotions to listeners. The findings from this study and a previous study of novices suggest that novices usually need to improve both matching and consistency, whereas experts mainly need to improve matching (Juslin & Laukka, 2000).

Limitations of the Present Study

Although the effectiveness of the Feel-ME program was empirically confirmed by two listening experiments featuring different response formats and different participants, as well as by the performance measures from the program itself, it is clear that the results need to be replicated with other performers, instruments, melodies, methods, and contexts. The efficacy and usability of the program is likely to depend strongly on the individual user, as well as on the specific context of its use. In the present study, musicians were abruptly put in a situation where they had to interact with a computer program in a controlled laboratory setting without prior information about the program’s theoretical background; this could perhaps account for some of the attitudes and effects obtained. Thus, a crucial future goal is to test the program in the field in order to increase generalizability in terms of instruments, repertoire, and settings; explore possible long-term benefits; and study individual differences among performers.
There are also several limitations concerning the design of the present experiments. To avoid ceiling effects and cognitive overload, the feedback sessions (and, indeed, most results) focused on the two emotions that each performer was least successful in conveying. Focusing on the lowest and most extreme values of accuracy among the emotions introduces the risk of statistical regression toward the mean, as explained earlier. However, this risk is common to all conditions, and cannot explain why the CFB group improved its communication accuracy more than the other groups, even though the pretest accuracy of all three groups (as shown by two listening experiments and computer program) left room for improvement. A more serious problem resulting from this design is that it precluded all comparisons of the relative efficacy with which the communication of individual emotions could be improved. This issue remains to be investigated, using a more balanced design.

Another limitation of the present study concerns the teacher feedback condition. It may be argued that preventing the teachers from using musical modeling (i.e., imitation of a sound model) rendered the condition unrealistic. It should be noted though that observational studies of instrumental teaching have revealed that little time is devoted to musical modeling during a lesson. Lessons are instead dominated by verbal instruction (Karlsson & Juslin, 2005; see also Sang, 1987; Speer, 1994). Hence, the condition used here may actually be quite representative of what goes on in an instrumental lesson. Even so, it cannot be ruled out that a condition that would have allowed teachers to use musical modeling would have produced different results.

**Limitations of the Feel-ME Approach**

There are also a number of limitations of the present approach to learning expressivity, more generally. For instance, in its current form the Feel-ME program can only analyze cues from monophonic performances of music (i.e., melody). Thus, the program is mainly suitable for single-line solo instruments such as the violin, flute, guitar, saxophone, and voice; at least until polyphonic extraction of cues is available. The program is also restricted to brief extracts of music. The program analyzes cues only in terms of average measures across each recorded performance and these measures are not meaningful for longer pieces in which the expression may change substantially. One solution to this problem might be to practice different sections of a longer piece in short segments that are suitable for the Feel-ME program. The method of practicing long pieces in short segments is relatively common in instrumental practice (Barry & Hallam, 2002). Another important limitation of the Feel-ME program is that, in the current version at least, the program does not take into account local expressive features that could be important in the expression of emotions (e.g., Juslin & Madson, 1999; Lindström, 2003); nor does it take into account visual features of a performance (e.g., body language, gesture, facial expression) that might convey emotions in a live performance (Ohgushi & Hattori, 1996). The neglect of such features could be one reason that the participants did not feel compelled to use the Feel-ME program in the future.

The Feel-ME program also raises the crucial question of what constitutes an optimal performance. This issue arguably spans many different artistic aspects, including originality, recognition, arousal, beauty, emotion, balance, and personal expression. In the present study, the focus has been on only one of these aspects, namely emotional expression. In the specific context of the Feel-ME program, it is rather easy to define what constitutes an optimal music performance: an optimal performance is one that communicates the intended emotion reliably to listeners by incorporating cues in accordance with how listeners use the same cues in their emotion judgments. Clearly, however, emotional communication should not be the only goal of practice. Performers must develop other aspects as well, using other means (Juslin, 2003). Therefore, an important issue for future research is how different teaching strategies could be effectively combined in more overarching performance interventions (Williamon, 2004).

One final although important limitation of the Feel-ME approach is its dependence on computers. First, not all institutions or individuals have access to computers. Fortunately, recent estimates indicate that the availability of computers in music-educational contexts is increasing (Webster, 2002). Second, computers lack a human touch that may be valued by the student. However, it must be noted that the teacher can play a supporting role also when using computer-assisted teaching strategies, in particular in shaping esthetic judgments and achieving balance among different aspects of expression.

**Advantages of the Feel-ME Approach**

While acknowledging many potential problems, we also believe there are a number of potential advantages of the present approach in relation to traditional teaching strategies. The Feel-ME program (1) can provide critical feedback but in a nonthreatening environment, (2) is easily available, (3) provides possibilities for flexible and individually based learning, and (4) explicitly describes relationships among expressive intentions, acoustic cues, and listener impressions that are typically embedded in tacit knowledge. The time required to go through one cycle of CFB (as outlined in the Introduction) is approximately the same as that required by a regular music lesson (i.e., 40–60 minutes).

The Feel-ME approach offers a certain level of generality since the basic procedure of CFB (recording, analysis, simulation of listener judgments, feedback) could, in principle, be used with any style of music. What is needed to adapt the program to a particular style is (1) that all acoustic cues that are relevant to the style are included in the analysis and (2) that the regression models used to predict listeners’ judgments are based on listening experiments in which musical examples, emotion terms, and listeners are appropriate for the musical genre. Although one could fear that use of the Feel-ME program could lead to a standardization of performances of music, it must be noted that the decision about how to interpret the music is left to the performer. The Feel-ME program only serves to help performers achieve intended musical interpretations more reliably, whatever those may be, by giving performers a deeper understanding of the relationships among expressive features and perceptual effects.

Besides being a potentially useful practice tool, the Feel-ME program could also serve as a diagnostic test of expressive skills for musicians and music teachers (cf. Hoffren, 1964). There is some evidence showing that inexperienced music teachers are less able to diagnose performance problems concerning emotional expression than are expert teachers (Doerksen, 1999). The Feel-ME program could assist teachers in identifying weaknesses with re-
pect to specific aspects of a performer’s expressive strategy. Because the Feel-ME program provides many indices of the communicative process, it could also be used to study learning processes in emotional expression in music performance. Finally, the Feel-ME program could become a valuable research tool, because it can help music researchers to swiftly analyze the expressive features of large samples of music performances (Friberg et al., in press).

Concluding Remarks

To conclude, the present study has suggested that it is possible to construct a computer program that automatically analyzes the acoustic cues of music performances, creates models of playing strategies, and provides informative feedback to performers that can improve their communication of emotions. It is only quite recently that a computer program of this type has become possible, thanks to (a) increased formal knowledge about communication of emotions in music performance and (b) unprecedented levels of processing speed in personal computers required for the complicated computations. Both the present study and other studies that have compared computer-assisted teaching with traditional teaching suggest that computer-assisted teaching can be effective (Webster, 2002). Whatever the limitations of the Feel-ME method or this study, the results clearly indicate that computer-assisted teaching of emotional expression is a promising avenue that is worth further development and evaluation. Such evaluation will have to address the crucial question, left unanswered by this study, whether the benefits of the new music technology will exceed the costs.
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