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ABSTRACT: We present original results and review literature from the past fifty
years that address the role of primate auditory cortex in the following percep-
tual capacities: (1) the ability to perceive small differences between the pitches
of two successive tones; (2) the ability to perceive the sign (i.e., direction) of the
pitch difference [higher (�) vs. lower (�)]; and (3) the ability to abstract pitch
constancy across changes in stimulus acoustics. Cortical mechanisms mediat-
ing pitch perception are discussed with respect to (1) gross and microanatomi-
cal distribution; and (2) candidate neural coding schemes. Observations by us
and others suggest that (1) frequency-selective neurons in primary auditory
cortex (A1) and surrounding fields play a critical role in fine-grained pitch dis-
crimination at the perceptual level; (2) cortical mechanisms that detect pitch
differences are neuroanatomically dissociable from those mediating pitch di-
rection discrimination; (3) cortical mechanisms mediating perception of the
“missing fundamental frequency (F0)” are neuroanatomically dissociable from
those mediating pitch perception when F0 is present; (4) frequency-selective
neurons in both right and left A1 contribute to pitch change detection and pitch
direction discrimination; (5) frequency-selective neurons in right A1 are neces-
sary for normal pitch direction discrimination; (6) simple codes for pitch that
are based on single- and multiunit firing rates of frequency-selective neurons
face both a “hyperacuity problem” and a “pitch constancy problem”—that is,
frequency discrimination thresholds for pitch change direction and pitch direc-
tion discrimination are much smaller than neural tuning curves predict, and
firing rate patterns change dramatically under conditions in which pitch per-
cepts remain invariant; (7) cochleotopic organization of frequency-selective
neurons bears little if any relevance to perceptual acuity and pitch constancy;
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and (8) simple temporal codes for pitch capable of accounting for pitches high-
er than a few hundred hertz have not been found in the auditory cortex. The
cortical code for pitch is therefore not likely to be a function of simple rate pro-
files or synchronous temporal patterns. Studies motivated by interest in the
neurophysiology and neuroanatomy of music perception have helped correct
longstanding misconceptions about the functional role of auditory cortex in
frequency discrimination and pitch perception. Advancing knowledge about
the neural coding of pitch is of fundamental importance to the future design of
neurobionic therapies for hearing loss. 

KEYWORDS: pitch; missing fundamental; psychophysics; periodicity; auto-
correlation; auditory cortex; lesion effects; neural coding

INTRODUCTION

Empirical work on the neurophysiology and neuroanatomy of pitch perception in
humans and animals has a long and rich history. The topic is of fundamental interest
in neuroscience, for it is well-suited to probing the relationships among (1) physical
features of sensory stimuli (e.g., the frequency of a sine tone); (2) perceptual
attributes of sensory stimuli (e.g., the pitch of the tone); (3) perceptual constancy
across changes in stimulus physics (e.g., pitch constancy across changes in tone in-
tensity); (4) neural coding of stimulus features and perceptual attributes (e.g., action
potential firing patterns in single neurons and populations of neurons in the auditory
nerve, brain stem, and cortex); and (5) gross and microanatomical mapping of sen-
sory, perceptual, and cognitive functions (e.g., lateralization and localization of re-
gional metabolic changes).

Pitch is the auditory percept associated with the frequency (f) or, equivalently, the
period (T = 1/f) of sound wave vibrations in the audible frequency range (∼20–
20 kHz). In Western music notation, a note (e.g., A4) symbolizes a distinctive pitch,
independent of its loudness, timbre, or other perceptual attributes. The position of
the note on the staff and its clef indicate how high or low the pitch is. By convention,
the pitch of A4 in the Western scale of equal temperament has the same pitch as a
440-Hz sinusoidal tone (a.k.a. pure tone). The oft-cited, half-century-old definition
of pitch by the American National Standards Institute104 —“that attribute of auditory
sensation by which sounds may be ordered on a scale extending from low to high”—
is incomplete, for it implies a single psychological dimension (pitch height). The
well-studied perceptual phenomena of octave similarity (pitch chroma) and within-
octave pitch-class hierarchies (e.g., tonic–dominant relationships) establish pitch as
a multidimensional percept.

In speech, pitch contrasts convey voiced/unvoiced distinctions, prosodic inflec-
tions, and speaker identity. In music, two or more simultaneous pitches comprise
harmonic intervals and chords; two or more successive pitches comprise melodic
intervals and melodies. Pitch percepts are evoked by a wide range of periodic
acoustic signals. Particularly strong pitches are evoked by pure tones and complex
tones whose frequencies belong to the same harmonic series (harmonic tones).
When frequency components are not harmonically related (inharmonic tones),
pitch percepts are weaker, and intervals and chords sound more dissonant. 

Stimuli with very different power spectra can produce the same pitch (pitch
equivalence or pitch constancy, FIG. 1). The pitch of a harmonic tone corresponds to
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the pitch of a pure tone at the former’s F0, even when there is no energy at F0 or low-
pass noise masks F0.1–5 In the present paper, we use the terms F0 pitch when the
pitch is evoked by a pure tone or harmonic tone with spectral energy at F0, and miss-
ing-F0 pitch when the pitch is evoked by a harmonic tone without spectral energy at
F0. Both F0 pitch and missing-F0 pitch are perceived by a wide range of animals,
including monkeys,8 cats,11 birds,12 frogs,13 and fish.14 Old World monkeys also
perceive octave similarity9 and, like rats15 and birds,16 are sensitive to acoustic fea-
tures of simultaneous harmonic tones that cue perception of consonance and disso-
nance in the vertical dimension by humans.7,10 On the basis of various theoretical
assumptions about the underlying neural processing mechanisms, some authors re-
fer to F0 pitch as spectral pitch, and missing-F0 pitch as virtual pitch, periodicity
pitch, residue pitch, and synthetic pitch. However, virtual pitch is virtual only in the
sense that F0 is missing in the frequency spectrum of the tone; in the time domain,
the fundamental period (TF0 = 1/F0) is present as the dominant periodicity in the
autocorrelation function of the stimulus (FIG. 1). Missing-F0 pitch is related to
Rameau’s concept of the basse fondamentale in his Treatise on Harmony.6

The capacity to perceive pitch is a basic function of the auditory nervous system
that supports melody and harmony perception in music, prosody perception in

FIGURE 1. Waveforms (left column), line magnitude spectra (middle column), and auto-
correlation functions (right column) of a pure tone (top row), harmonic tone with spectral en-
ergy at F0 (middle row), and harmonic tone missing F0 (bottom row) that evoke the same pitch.
f = F0 = 200 Hz. In this example, all frequency components have the same amplitude and phase
(sine), but these are not necessary conditions for the three tones’ pitch equivalence.
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speech, voice recognition, environmental sound recognition, and language acquisi-
tion. In light of evidence from comparative neuroscience, ethnomusicology, and de-
velopmental neuroscience, it seems reasonable to propose that the underlying
auditory mechanisms are innate and that they were necessary (though not sufficient)
for the evolution of music among humans.

GROSS NEUROANATOMY AND NEUROPHYSIOLOGY

Knowledge about the neurophysiology and neuroanatomy of the auditory cortex
at the gross, macroscopic level provides insights into the spatial organization of dis-
tributed neural systems mediating different aspects of music perception. In addition,
it guides the placement of microelectrodes used to study neural coding and neural
circuitry at the cellular level. 

Most current knowledge about the cortical neuroanatomy of pitch perception is
derived from two sources: (1) behavioral experiments with humans and animals who
have focal brain lesions; and (2) behavioral experiments and passive stimulation ex-
periments with normal humans that measure changes in blood flow, metabolism, and
electrical or magnetic field potentials in normal humans. The strengths of the two
methods complement each other. 

Lesion effect experiments tell us which gray and white matter structures are neces-
sary for normal performance and allow us to test for functional dissociations. They do
not provide information about the full anatomical extent of neurons and axons partic-
ipating in task performance. In nonhuman primates and other animals, structures of in-
terest can be lesioned selectively by mechanical (e.g., aspiration) or chemical (e.g.,
ibotenic acid) methods, and the location of the lesion can be pinpointed microanatom-
ically via postmortem inspection of its local histochemical and cytoarchitectonic
boundaries as well as its far-reaching effects on the distal axons of damaged neurons
(anterograde degeneration) and on the somas of damaged axons (retrograde degenera-
tion). In humans, naturally occurring lesions rarely respect anatomical or physiologi-
cal boundaries, and in vivo spatial resolution is typically coarse. Because the
histopathology of ischemic infarcts and excisions is well circumscribed and homoge-
neous weeks to years after onset, these types of lesions are better suited for structure–
function studies than intracerebral hemorrhages, Alzheimer disease, brain tumors, and
other diseases associated with heterogeneous-focal, multifocal, or diffuse cortical pa-
thology. Knowledge about the anatomical distribution of gross structures that are nec-
essary for the generation of electrical and magnetic field potentials evoked by passive
acoustic stimulation has also been gained through lesion studies. Few studies have ex-
amined blood flow and metabolism during task performance in patients with ischemic
strokes because measurements in the damaged area can be misleading in the face of
luxury perfusion, cellular infiltration, and the uncoupling of blood flow and metabo-
lism. In normal human volunteers, analyses of blood flow, metabolism, and field po-
tentials can detect structure–function correlates with good spatial resolution (≤10 mm,
depending on the method), provide coarse information about temporal resolution with-
in and across gross structures, and demonstrate the entire distribution of structures that
are active during task performance or passive stimulation. However, these methods
cannot establish whether any one node in the distributed network of activation plays
an essential role in task performance.



152 ANNALS NEW YORK ACADEMY OF SCIENCES

The term auditory cortex does not refer to a specific brain structure(s) that can be
identified directly via static magnetic resonance images, pathological specimens, or
histological sections. By definition, auditory cortex refers to gray matter of the ce-
rebral cortex whose neurons respond to auditory stimuli but not to visual, tactile, or
other sensory stimuli. In humans and our close anthropoid relatives, Old World mon-
keys (including macaques), pathoanatomical, electrophysiological, and metabolic
studies collected for over one hundred years have established that the vast majority
of auditory cortex neurons are housed in the superior portion of the temporal lobe,
inside and below the lateral fissure (FIG. 2). On the superior surface of the superior
temporal gyrus (STG, also known as the first temporal convolution, T1), near the

FIGURE 2. (Top) Lateral view, right cerebral hemisphere, human. (Bottom) Schemat-
ic of the corresponding core area (black), belt area (dark gray), and parabelt area (light gray)
on the superior and lateral surfaces of the right temporal lobe. In humans, apes, and Old
World monkeys (e.g., macaques), the core area is buried in the sylvian fissure and cannot be
seen on a lateral view. Adapted from Tramo.107
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junction of its anterior two-thirds and posterior third, lies the transverse gyrus(i) of
Heschl (TG), prominent in humans, less prominent in apes, and rudimentary in
macaques.17–19 Most of TG is populated by small, densely packed neurons (konio-
cortex) and myelinated axons, which bring afferent auditory input from the medial
geniculate nucleus (MGN) of the thalamus. TG stains heavily throughout much of
its radial and longitudinal extent for cytochrome oxidase, acetylcholinesterase, par-
valbumin, Nissl substance, and myelin. 

Setting aside differences in physiological and microanatomical criteria and
nomenclature that have evolved in the hundred years since Campbell’s “audito-
sensory” and “audito-psychic” dichotomy (c.f. Refs. 17, 20–22), the terms primary
auditory cortex (A1) and core area are commonly used to refer to one or more adja-
cent koniocortical fields containing frequency-selective Layer IV neurons whose to-
pographic organization mirrors the one-dimensional frequency map of the cochlea
and whose afferent input comes almost entirely from the ventral division of MGN,
which is also populated by frequency-selective, cochleotopically organized neurons.
The nomenclature can be confusing: “A1” has been used to refer to the set of all such
fields by some authors, including us, and to one specific cochleotopic field within
the core area by Hackett and others. A1 is “primary” in the sense that it receives the
bulk of short-latency, afferent input from the brain stem’s major ascending (lemnis-
cal) pathway via the ventral division of MGN. Around A1 in TG and extending
throughout most of the STG is the auditory association cortex (a.k.a., nonprimary
auditory cortex). This stretch of gray matter is “associative” in the sense that its neu-
rons synapse with other STG neurons and with neurons in the temporal, frontal, and
parietal cortices that respond to stimuli in two or more sensory modalities (multimo-
dal cortex) or that fire without sensory stimulation (supramodal cortex). Many A1
neurons send their axons into a ring of surrounding belt fields of auditory association
cortex (FIG. 2), which also receive afferent input from the ascending lemniscal-
adjunct pathway via the medial MGN, dorsal MGN, and other thalamic nuclei. Like
A1 neurons, many belt neurons are frequency selective, that is, they respond over a
restricted range of the animal’s audible spectrum. Most A1 neurons have spectral
bandwidths for on-excitation that are narrower than those of belt neurons.23 Many
belt neurons send axons into the next surrounding ring of parabelt fields, whose neu-
rons are hard to excite or inhibit with pure tones, a response property shared by the
vast majority of cells elsewhere in STG. Neurons in the auditory association cortex
are reciprocally connected with multimodal and supramodal neurons in frontal, pa-
rietal, and temporal cortices, the basal ganglia, and the cerebellum to form a widely
distributed neural system for music cognition.

Effect of Auditory Cortex Lesions on Pure-Tone Pitch Perception

Despite abundant evidence of neuronal frequency selectivity and cochleotopic
organization in A1 and surrounding fields in multiple animal species, the regnant
view among twentieth-century neuropsychologists, neurophysiologists, and neuro-
anatomists held that the auditory cortex was not necessary for normal performance
on pure-tone pitch discrimination tasks. In 1963, on the basis of unpublished selec-
tive-ablation experiments in cats, Guttman and Diamond24 argued, “tonotopic orga-
nization at the cortical level is not necessary for the perception of tones.” In 1975, in
their authoritative review of animal and human lesion effects in the Handbook of
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Sensory Physiology,24 Neff, Diamond, and Casseday concluded, “frequency
discrimination may be learned or relearned after bilateral lesions involving all or
nearly all of primary auditory cortex in animals such as the cat and monkey and in
human patients.” The Neff doctrine had a profound influence on current opinion
about structure–function and physiological–perceptual correlates throughout the
cognitive neuroscience boom of the late twentieth century. For example, after find-
ing a deficit in missing-F0 pitch discrimination in a subpopulation of right temporal
lobectomy patients, Zatorre38 stated, “simple frequency discrimination (i.e., with
pure tones, or with complex tones when the fundamental [frequency] is present) is
not permanently disrupted even by large bilateral lesions of auditory cortex.” Scru-
tiny of the experiments in Old World monkeys and humans on which these claims
were based yields important lessons about methodology that have heuristic value for
future work in the field. (For a critical review of selective-ablation studies in cats,
see Refs. 25 and 26). 

Among primate lesion effect studies cited by Neff et al.24 was Evarts’27 condi-
tion-ablation experiment in macaques27 (FIG. 3). A go/no-go, one-interval, two-al-
ternative, forced-choice, operant-conditioning task required each monkey to respond
differentially to a 350 Hz pure tone and a 3500 Hz pure tone of the same duration
and similar intensity. After near-complete bilateral ablations of superior temporal
cortex, one monkey (M-3) needed 600 trials to learn the task and reach the response
criterion of 80% accuracy over 50 consecutive trials. Two other monkeys (M-19 and
M-20) were studied preoperatively as well as postoperatively. Before surgery, one
monkey needed 450 trials and the other 700 trials to reach the response criterion. Af-
ter bilateral ablation of TG and all but a small anterior portion of STG, one monkey
reached the response criterion in the first 50 trials, and the other was able to relearn
the task with less training than it needed preoperatively. Evarts remarked that the re-
sults were “difficult to reconcile with the strict tonotopic organization” of primate
A1 and speculated that small remnants of remaining auditory cortex were “of great

FIGURE 3. Lateral view, right (R) and left (L) cerebral hemispheres of a rhesus mon-
key (Macaca mulatta), whose gross-microanatomical correlates are similar to those of other
Old World monkeys but not New World monkeys. The dark area in each hemisphere marks
the ablation site in the lateral surface of STG; this lateral view does not show the lesions
made in the superior surface of STG, which houses A1 in Old World monkeys, apes, and
humans. Curved lines within each hemisphere are the major fissures and sulci of the cerebral
hemispheres. Vertical lines above and below each hemisphere indicate the locations of post-
mortem coronal sections that were inspected macro- and microscopically for hemispheric
and thalamic lesions. Adapted from Evarts.27
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functional importance.” However, interpretation of the results is confounded by a
methodological flaw: the task failed to assess pure-tone pitch discrimination any-
where near psychophysical threshold. The frequency difference (∆f) between the
tones was 3150 Hz, and the Weber fraction was 164% [∆f/mean ∆f) × 100]. In other
words, the behavioral task was too insensitive, so the experiment was biased in favor
of supporting the null hypothesis. 

In fact, clinical case reports, audiological assessments, and neuropsychological
experiments on F0 pitch throughout the nineteenth and twentieth centuries suffered
from the same methodological flaw. For example, the oft-cited cases of Jerger and
colleagues28,29 and Zatorre38 were examined using pure-tone ∆f’s and harmonic-
tone ∆F0’s corresponding to Weber fractions of ∼40%, about 40 times the normal
threshold (Weber fraction ∼1%).30 In addition, the sensitivity, specificity, and spatial
resolution of their anatomical methods precluded precise definition of lesion sites
and sizes. Neurologists and other physicians never carry tuning forks that are less
than an octave apart (Weber fraction = 67%), and when keyboards are used to test
patients in the hospital or laboratory, the minimum ∆F0 they can test is constrained
by the Western scale of equal temperament, which has a minimum step size of ap-
proximately 6%. In general, the test method used by Evarts, Jerger, and many oth-
ers—the method of constant stimuli—is not well suited to measuring
psychophysical thresholds, because the stimuli are “canned:” they are designed and
generated before performance is tested. This makes it difficult to place observations
near each listener’s threshold unless pilot studies can provide useful constraints.

Experiments carried out in recent years at separate laboratories with different
neurological patients, many of which were motivated by interest in the neuroanato-
my of music perception, have rendered the Neff doctrine untenable. Together, the re-
sults have forced a fundamental change in current opinion about auditory cortex
function and a reappraisal of the functional relevance of neuronal frequency-selec-
tivity in A1. 

In 1989, my colleagues and I began a series of experiments on pitch, harmony,
and melody perception with a middle-aged, ambidextrous man, MHS, who has
chronic bilateral auditory cortex infarcts. His subjective complaints of impaired mu-
sic, speech, and environmental sound perception were precipitated by his second
stroke, which was very small but unfortunately placed in his left TG and posterior
STG (FIG. 4). His previous right-sided infarct involved most of the right middle
cerebral artery territory, including TG, STG, and multiple temporal, frontal, and
parietal gray and white matter structures. The first clue that he had impaired pitch
discrimination came from the Seashore Measures of Musical Talents Pitch Discrim-
ination Test,31 which measures the accuracy of pitch direction discrimination using
a two-interval, two-alternative, forced-choice paradigm and the method of constant
stimuli. The test contains five blocks of ten trials in which ∆f decreases over succes-
sive blocks. With stimuli presented over loudspeakers at a comfortable listening lev-
el, MHS’s response accuracy fell to chance as ∆f decreased.32 We subsequently used
an adaptive procedure and well-calibrated pure tones to measure ∆f thresholds for
pure-tone pitch perception.30,33 In one experiment, MHS was asked to judge wheth-
er the pitch of the second tone was higher or lower than the pitch of the first tone
(pitch direction discrimination); in another, he was asked to judge whether the pitch
of the second tone was the same as or different from the pitch of the first tone (pitch
change detection). Normal and patient controls performed well on both tasks [Weber
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FIGURE 4. Flat map of the unfolded surface of the left cerebral cortex of case MHS (a.k.a.,
case A1+) reconstructed from MRIs. Bold lines indicate the lateral and central fissures. The dark
gray area near the lateral fissure marks the infarct. Light gray areas throughout the map indicate
intrasulcal surfaces, white areas pial surfaces. Adapted from Tramo et al.105
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FIGURE 5. Bar graph showing Weber fractions for pitch direction discrimination
(higher–lower judgments, black bars) and pitch change detection (same–different judgments,
gray bars) in patients with auditory cortex lesions. (Left bars) Case MHS. (Middle bars)
Mean thresholds from six temporal lobectomy patients with partial right TG and partial STG
lesions reported by Johnsrude et al.35 (Right bars) Case WKF. Because the tasks used to
measure thresholds in MHS, WKF, and the temporal lobectomy patients differed (albeit
slightly), normalized Weber fractions were computed by dividing patient Weber fractions by
the mean Weber fraction measured in separate groups of normal controls.
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fraction ∼1% at 1 kHz, intensity = 40 dB, sensation level (SL) at each ear, tone du-
ration = 500 ms, interstimulus interval (ISI) = 200 ms]. MHS’s performance differed
from that of controls in two ways: (1) his Weber fractions were seven or more times
higher than those of controls on both tasks; and (2) his Weber fraction for pitch di-
rection discrimination was twice that for pitch change detection (FIG. 5). Kazui et
al.34 also reported elevated thresholds for pitch change detection in a stroke patient
with bilateral TG and left STG lesions; pitch direction discrimination was not tested.

The results of recent condition-ablation experiments in Old World monkeys are
consistent with the effects of bilateral auditory cortex lesion effect in humans. Har-
rington et al.41 reported that ∆f thresholds for pitch change detection in macaques
with bilateral complete TG lesions and near-complete STG lesions were more than
twice the ∆f thresholds in normal macaques. 

Comparisons between the effects of bilateral versus unilateral auditory cortex
lesions on pitch perception may shed light on hemispheric specialization and inter-
hemispheric integration. Divenyi and Robertson36 reported elevated pitch change
detection thresholds in four patients with right hemisphere strokes. Pitch direction
discrimination was not tested, and lesion localization was not reported. Johnsude
et al.35 used an adaptive procedure and a two-interval two-alternative forced choice
paradigm to measure ∆ f thresholds for pure-tone pitch change detection and pitch
direction discrimination in epilepsy patients with anterior temporal lobectomies (f =
800–1200 Hz; intensity = 75 ± 2 dBA A.U.; ISI = 1 s). On the direction discrimina-
tion task, seven of eight patients with lesions involving right TG (as well as right an-
terior STG and other temporal lobe structures) had Weber fractions that were three
or more times greater than normal (FIG. 5); the mean performance of lobectomy pa-
tients with left- or right-sided lesions that spared right TG was within normal limits.
By contrast, on the change detection task, most right TG patients, like other patients,
had normal Weber fraction. We have also observed elevated Weber fractions for
pitch direction discrimination following a partial right TG lesion in stroke patient
WKF, a right-handed musician whose chronic infarct also involves right posterior
STG, and neighboring gyri but spares much of right anterior STG (FIGS. 5 and 6).
Threshold elevations were greater when pure tones were presented to the ear (left)
contralateral to the auditory cortex lesion. Thresholds for pitch change detection
have not yet been tested. 

FIGURE 6. 3-D MRI reconstruction of
the right cerebral hemisphere of case WKF.
The light area marks the infarct.
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Taken together, the effects of bilateral and unilateral auditory cortex lesions on
pure-tone pitch perception in humans and macaques raise the following hypotheses:
(1) frequency-selective neurons in both right and left A1 contribute to pitch change
detection and pitch direction discrimination; (2) the contributions of right and left
A1 neurons to pitch direction discrimination are additive; and (3) frequency-
selective neurons in right A1 are necessary for normal pitch direction discrimination
in most right-handed adults independent of musicality. 

Effect of Auditory Cortex Lesions on Harmonic-Tone Pitch Perception

Bilateral lesions of auditory cortex elevate ∆F0 thresholds for pitch direction dis-
crimination whether F0 is present or missing in a harmonic complex tone.37 The
magnitude of the ∆F0 threshold elevation appears to be proportional to the ∆f thresh-
old elevation obtained with pure-tone stimuli. This suggests that missing-F0 impair-
ments may be attributable to derangements in “low-level” processes (e.g., frequency
resolution) rather than higher-level processes (e.g., harmonic template matching).

Studies of unilateral lesion effects on F0 pitch perception were published by three
laboratories between 1988 and 1990. Their results conflict with respect to the con-
tribution of right auditory cortex when energy is present at F0. Sidtis and Volpe’s
harmonic-tone experiments in stroke patients used a dichotic-diotic match-to-sam-
ple pitch recognition task and the method of constant stimuli.42 Deficits in F0 pitch
perception were found in a population with right but not left hemisphere strokes. The
site and size of the lesions were not reported. Zatorre’s38 harmonic-tone experiments
in epilepsy patients with temporal lobectomies used a binaural, two-interval, two-
alternative forced-choice task and the method of constant stimuli.38 A dissociation
between missing-F0 pitch (impaired) and F0 pitch (spared) was found in a popula-
tion of patients with right-sided excisions involving anterior STG and TG. However,
task difficulty differed for the two stimulus conditions. Harmonic tones in the F0
pitch task contained nine harmonics; those in the missing-F0 pitch task contained
three or four. The resulting difference in stimulus pitch strength rendered the
missing-F0 pitch task harder than the F0 pitch task and thus confounds a straightfor-
ward interpretation of the observed dissociation. Soon thereafter, Robin et al.39 re-
ported elevated ∆F0 difference threshold for F0 pitch change detection in five stroke
patients with right, but not left, STG and/or TG lesions.39 Their experiment em-
ployed square-wave stimuli presented binaurally via loudspeaker (i.e., harmonic
tones containing odd harmonics, including F0, that decrease in intensity with in-
creasing f; duration = 200 ms, ISI = 500 ms, intensity = 70 dB SPL), an adaptive pro-
cedure, and a three-interval, two-alternative, forced-choice task that required
listeners to judge which of the two comparison tones in the second and third stimulus
intervals differed from the standard tone in the first interval. In summary: (1) the re-
sults of Robin et al. and those of Sidtis and Volpe agree that right-sided lesions im-
pair F0 pitch perception in right-handed adults; (2) Zatorre’s results indicate that
right anterior STG and partial TG lesions impair missing-F0 pitch perception in
right-handed adults; and (3) methodological differences hamper comparisons among
the three studies.

The results of the most recent temporal lobectomy population study,106 which
employed a two-interval “same–different” forced-choice task and the method of
constant stimuli, have been interpreted as evidence that right STG and TG excisions
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do not impair performance on same–different F0 pitch judgments of harmonic tones
with 12 harmonics, even when there is little spectral energy at F0 relative to that at
higher harmonics (binaural intensity = 75 dB SPL, tone duration = 500 ms, ISI =
100 ms). However, inspection of the population data (Ref. 106, FIG. 5, p. 1621, same
timbre conditions) raises the possibility that patients with right excisions performed
worse than all or almost all of those with left excisions and worse than most normal
controls.

Using a two-interval, two-alternative, forced-choice task and an adaptive proce-
dure, we measured F0 difference thresholds for pitch direction discrimination fol-
lowing unilateral infarction of right TG, STG, and adjacent gyri in Case WKF
(FIG. 6). Our preliminary results obtained with missing-F0 tones raise the possibility
that right auditory cortex mechanisms mediating the temporal processing of enve-
lope periodicities generated by combinations of unresolvable high harmonics are
dissociable from those mediating the spectral and/or temporal processing of individ-
ual, resolvable harmonics.

Acknowledging that the sum total of patients and nonhuman primates with focal
lesions involving different sides and subdivisions of auditory cortex is small, and
that replication of structure–function correlates by different laboratories remains in
short supply, we tentatively interpret the results of lesion experiments employing
tones or vocalizations with F0s, intensities, and durations typical of notes anchoring
melodies in traditional Western vocal and instrumental music30,33,35–38,40–43,106 as
follows: (1) frequency-selective neurons in A1 and adjacent areas in right and left
TG and STG play critical, additive roles in our ability to detect a small change in
pitch between two successive pure tones or harmonic tones; (2) right-sided neurons
play a critical role in our ability to perceive the direction of a pitch change between
two successive pure tones or harmonic tones; (3) left-sided neurons play an additive
role in our ability to perceive the direction of a pitch change between two successive
pure tones or harmonic tones; (4) right auditory cortex mechanisms mediating per-
ception of F0 pitch versus missing-F0 pitch are neurologically dissociable; and (5)
right auditory cortex mechanisms mediating spectral versus temporal processing of
harmonic tones are neurologically dissociable.

Gross Physiological Changes during F0 Pitch Perception

Measurements of cortical blood flow and metabolism during pitch perception
also provide insights into structure–function relationships at the gross anatomical
level.48 Zatorre et al.46 measured changes in cortical blood flow while ten young
right-handed adults listened to pairs of consonant-vowel-consonant syllables differ-
ing in pitch and final consonant.46 The size of the F0 difference between syllables
was not given. When the volunteers completed 40 trials of a go/no-go two-interval,
two-alternative forced-choice task that required them to respond differentially to the
direction of the pitch change between syllables, blood flow was significantly higher
in regions of right anterolateral frontal cortex, left posterodorsal frontal cortex, and
medial occipital cortex than when the volunteers listened passively to the syllable
pairs and performed a simple, repetitive task. Compared to lying still with minimal
acoustic stimulation (ambient room noise), passive stimulation with syllables or am-
plitude-modulated noise during repetitive finger movements increased blood flow in
portions of the left TG, right STG, left STG, and many other gyri. While large-scale
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differences in stimulus design, task requirements, and brain measures preclude a
straightforward comparison of these structure–function correlates with those ob-
served in lesion effect studies, the results (1) demonstrate that widespread regions of
the cerebral cortex are active during acoustic stimulation and task performance; (2)
neither support nor refute Zatorre’s claim38 that lesions of the right temporal lobe
have no effect on complex-tone pitch perception when energy is present at F0, con-
trary to the authors’ assertion that the observed right frontal activation during F0
pitch judgments was predicted on the basis of those results; and (3) suggest that
supramodal systems involved in decision making and working memory during F0
pitch processing are lateralized to the right anterolateral frontal cortex. 

 Two recent fMRI studies suggest that the magnitude and spatial distribution of
neural activity in A1 and adjacent auditory association cortex vary with pitch inde-
pendent of stimulus physics.49,50 For example, passive stimulation with harmonic
tones that have a strong pitch evokes greater activation in left and right anterolateral
TG and adjacent left STG than harmonic tones that have a weak pitch. Sequences
with pitches that vary over time evoked greater activation in subregions of right STG
than monotonic pitch sequences.49 Magnetoencephalographic localization of re-
sponses evoked by tones with, versus without, spectral energy at F0 raise the possi-
bility of a place representation of pitch in A1.44,45

NEURAL CODING OF PITCH

What are the neural representations and computations that give rise to pitch and
harmony? An adequate theory needs to explain how the brain achieves high preci-
sion for pitch discrimination (pure-tone and complex-tone difference thresholds
[∼1% in naive listeners] and inharmonicity detection [∼1% shift of one
harmonic51]). It must also account for pitch equivalence despite differences in spec-
trum and level invariance over large dynamic ranges (within 1–2% across > 60 dB
SPL).4,52 In view of pitch equivalence and level invariance, the breakdown of tono-
topy and nonmonotonic changes in discharge rates as a function of spectrum and
intensity53 confound a straightforward rate-place theory for pitch at the level of the
auditory cortex.

Neurocomputational Mechanisms for Pitch Processing

Theories of pitch can be divided into two types: spectral-pattern models and tem-
poral models. Spectral models first infer the pure-tone frequency components present
in a sound from neural activity patterns, usually population rate-place profiles, and
then carry out a harmonic analysis on that pattern. Connectionist networks can form
harmonic templates if they have inputs that are highly frequency selective and well be-
haved in other ways.54,55 Some evidence for the kinds of sharp frequency tuning and
harmonic-combination selectivity that these models require has been observed in cor-
tical neurons in barbiturate-anesthetized cats56 and unanesthetized bats.57–59 How-
ever, harmonic-combination selectivity has only been seen at best frequencies (BFs)
well above those relevant for virtual pitches (BFs > 5 kHz). Another difficulty for spec-
tral pattern models is that they cannot explain strong virtual pitches that can be evoked
by sets of harmonics (n > 6) that are not resolved perceptually.4,60
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Temporal models posit that neurons represent information about stimulus period-
icities in the fine-timing of their discharges, specifically in the time intervals be-
tween spikes (“interspike intervals”). Currently, the strongest neurocomputational
models for pitch and harmony are based on population-wide distributions of all-
order interspike intervals in the auditory nerve.61–63 Features of these representa-
tions correspond very well to many aspects of pitch perception: missing-F0 pitch;
pitch equivalence; level and phase invariance; pitch strength (salience); unresolved
harmonics, pitch shift of inharmonic tones (de Boer’s rule); pitch ambiguity; the
dominance region for pitch; Rameau’s basse fondamentale; and the consonance and
dissonance of musical intervals. Patterns of interval peaks in population-interval dis-
tributions are similarly capable of representing vowel quality.63–65 Since phase lock-
ing and interspike interval information decline above 4 kHz, these models also

FIGURE 7. Temporal coding of pitch in the cat auditory nerve. (Left) Peristimulus
time histograms of auditory nerve fibers in response to a vowel-like stimulus presented at
moderate sound pressure level. (Right) Interspike interval distributions produced in single
fibers and across the fiber population, whose features correspond closely to the pitches that
are heard.62
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explain the decline of pure-tone frequency discrimination at higher frequencies66

and the existence region for musical tonality (up to about 4 kHz for octave matching
and melodic recognition) (FIG. 7).

Coding Transformations in the Auditory Pathway

The spike timing information about pitch and harmony must either be analyzed
in lower auditory stations in brain stem and midbrain, where it is abundantly avail-
able, or be transformed into some other form for processing in higher, thalamo-
cortical centers. 

The functional role of the auditory cortex is very different in these two models.
In the first, fine-grained, temporal representations of pitch would exist only in lower
stations. Here the cortex, through descending control paths, would dynamically or-
ganize lower centers to set up temporary, task-dependent circuits for pitch detection,
discrimination, and recognition tasks. Cortical lesions would have the effect of de-
grading the control apparatus necessary for precise pitch distinctions. Relatively lit-
tle is currently known about short-term bottom-up/top-down circuit dynamics in the
auditory pathway, largely because most single-unit studies to date have been carried
out in anesthetized animals. In the coding transformation conception, fine-grained
pitch-related information is retained at higher levels, albeit in different form. A cod-
ing transformation would entail an orderly conversion of all-order interspike interval
information into representations based on firing rate, spike latencies, more complex
temporal patterns, interneural spike synchronies, and the like. In the transformation-
al view, cortical lesions would have the effect of degrading neuronal populations that
are involved in both conveying and processing pitch-related information. 

Rate-based “periodicity detectors” situated in the midbrain have often been pro-
posed as a plausible time-to-rate transformation.67–71 While many neurons in the
auditory pathway respond best to particular periodicity ranges (i.e., they have band-
pass modulation-transfer functions), coding schemes based on periodicity-to-rate
transformations are at odds with psychophysical observations: (1) modulation tuning
is too coarse to support fine-grained pitch discrimination; (2) it is not level invari-
ant;72,73 (3) it cannot by itself account for pitch equivalence, since pure tones are un-
modulated; and (4) it cannot account for the pitch of inharmonic tones, since
modulation detectors, unlike pitch percepts, follow envelopes rather than fine struc-
ture when the two conflict.1,74 Psychophysical data on the pitch of inharmonic tones
strongly suggest a central temporal autocorrelation analysis rather than a modulation-
or envelope-based one. Licklider’s 1951 time-delay (TDNN) autocorrelation network
could carry out the right time–place transformation, but no units with the requisite
fine comb-filter tunings have been found at brain stem levels. Modulation tunings are
seen in many units in the auditory thalamus and cortex,75 but they are generally very
coarse compared to pitch discrimination thresholds. While a few cortical units have
best modulation frequencies (BMFs) in the periodicity pitch range (50–1000 Hz), the
vast majority have BMFs well below this range (typically 4–16 Hz).

Central Temporal Codes

Within the central auditory system, evidence that pitch and harmony are encoded
in the all-order interspike interval distribution is abundant in all three major divisions
of the cochlear nucleus.63,76–78 The existence of binaural periodicity pitches79
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suggests that mechanisms for pitch analysis must exist above the level of the superior
olive, where timing information from both ears is preserved and combined. Interval-
based representations of pitch and harmony at the level of the inferior colliculus are
also possible.80,81 Considerable phase-locking can be seen in the medial genicu-
late nucleus of lightly anesthetized animals: 10–20% of single units have synchro-
nization indices of ≥0.3 to 1–2 kHz tones.82 Neurons with these properties would
almost certainly support fine pitch discriminations typical of human listeners.66

However, the extent to which these kinds of temporal representations can support
pitch and harmony in the auditory cortex is much less clear. Averaged cortical
potentials show periodicities up to several hundred hertz in response to click
trains.83–87 This, of course, is a pale remnant of the temporal information available
in the auditory nerve and brain stem, where periodicities up to 4 or 5 kHz are seen.
As one ascends the auditory pathway, both phase-locking and average discharge
rates decline, and, as a consequence, it becomes increasingly difficult to find any
units that produce a stimulus-related interspike interval pattern. If a cortical temporal
code for pitch exists, it must be present in an asynchronous, covert, and/or sparse
form, or it would have been observed by now with the methods at hand. 

A sparse interval code is difficult to rule out completely. Since the numbers of
neurons at higher stations increase dramatically, the same quantity of fine-timing in-
formation seen at lower stations might be more sparsely distributed across increas-
ingly larger populations (sparse temporal code). De Ribaupierre and coworkers88

found 2 of 179 neurons in A1 of unanesthetized cats that were capable of phase lock-
ing to click train F0s throughout the entire existence region for missing-F0 pitch
(50–800 Hz). While < 2% is a small number in his sample, macaque A1 and sur-
rounding areas contain over 10 million neurons;89 consequently over 100,000 neu-
rons may be available for interspike interval coding of missing-F0 pitch.

Could a central time code exist in covert form? For example, pitch-related timing
information could be multiplexed with spike patterns that encode other aspects of the
stimulus, such as timbre, roughness, location, loudness, and perceptual grouping, in
which coding of each perceptual dimension relied on a different aspect of the popu-
lation response (average rates, compactness of spike latency distributions, interval
statistics, spike pattern correlations). Most of the common methods for cortical spike
train analysis would miss temporal patterns of spikes embedded amid other spikes
(multiplexed temporal codes), patterns that appeared at different times in the neu-
ronal response (gated temporal code), patterns that involved interspike intervals be-

FIGURE 8. Possible synchronous and asynchronous coding schemes for encoding
pitch-related periodicity information in spike correlation patterns.
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tween spike trains of multiple neurons (ensemble spike correlation code), patterns
that were not rigidly time locked to the stimulus onset (asynchronous, jittered pat-
terns), and periodicities related to subharmonics of F0 (FIG. 8). Although evidence
for these and other alternative coding schemes has been found elsewhere,90–100 most
of these possibilities have yet to be explored in the auditory cortex.

Rate-Based Cortical Representations of Pitch

In recent decades most auditory neurophysiology has focused on characterizing
input–output behavior of individual neurons rather than searching for response cor-
relates of perceptual dimensions, distinctions, and invariances. In the latter strategy,
one keeps the percept constant and analyzes for underlying commonalities in re-
sponse patterns. Only one single-unit study in unanesthetized Old World monkeys
has systematically investigated whether frequency-selective neurons change their
firing rate as a function of pitch, independent of stimulus spectrum.101 Stimuli in-
cluded pure tones and harmonic tones with and without energy at F0, although
Schwarz and Tomlinson found frequency-selective neurons in and around A1 that in-
creased their discharge rates during stimulation with pure tones and harmonic tones
with F0s near BF but not with harmonic tones missing F0 near BF (FIG. 9).  Further-
more, no neurons displayed discharge rate profiles capable of resolving harmonic
separations less than 300 Hz. In a much more limited study in anesthetized
macaques, Riquimaroux and Hashikawa102 reported that 15 of 15 neurons in A1
showed increases in firing rate to pure tones and harmonic tones with and without
F0 at BF. It is not clear whether combination tones at BF or total stimulus spectral
energy in the cell’s frequency receptive field contributed to these results.

Evidence of a rate-based neural code for pitch in the auditory cortex of a New
World monkey was recently reported by Bendor and Wang.103 Peaks in the discharge
rate profiles of 53 neurons tuned to low pure-tone frequencies in and around A1 were
observed for harmonic-tone F0s and missing F0s near BF. Pitch equivalence might
therefore be explained through the common activation of such units by sets of spec-
trally diverse sounds that have the same periodicity. Whether these neurons were, in
fact, periodicity selective, as opposed to pitch selective, was not explicitly tested
(e.g., with inharmonic tones, whose pitch does not match stimulus envelope period-
icity). Moreover, inspection of the one published plot of cell discharge rate as a func-
tion of both pure-tone f and harmonic-tone missing F0 (i.e., the isointensity function
in FIGURE 3a, p. 1163) finds that the neuron increased its discharge rate two or more
standard deviations above spontaneous rate for most of the missing F0s tested—that
is, the cell was non-selectively sensitive to harmonic-tone stimulation. By contrast,

FIGURE 9. Spike dot rasters and F0 vs. spike-count poststimulus time histograms
showing responses of a frequency-selective neuron [best frequency (BF) = 173 Hz] to pure
tones (left column), harmonic tones with energy at F0 (middle column), and harmonic tones
missing F0 (B, right column) presented in quasi-free-field at 60 dB SPL (top row), 50 dB
SPL (middle row), and 40 dB SPL (bottom row). This “F0 neuron” shows on-excitation dur-
ing stimulation with pure tones and with harmonic tones when F0 is near BF (A), but there
is no increase in firing during stimulation with harmonic tones missing F0, even when the
missing F0 is near BF (B). (Reprinted by permission of the American Physiological
Society.101)
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the neuron responded to a much more restricted range of pure-tone frequencies. In
addition, the peak in the rate versus missing-F0 isointensity function is much broad-
er than psychophysical thresholds for missing-F0 discrimination predict. 

It may be the case that this particular neuronal population has a special role to
play in pitch perception, but there are reasons to doubt that the central representation
for pitch is based per se on a profile of firing rates among these units, that is, on
which of these detectors are firing the most frequently at any given instant or over a
window of time between a few milliseconds to hundreds of milliseconds. One prob-
lem is that many periodicity-tuned units found by Bendor and Wang, like many neu-
rons in A1, had nonmonotonic rate-level functions. These units tend to respond best
to tones with the right periodicities that are presented at moderate levels, not far
above their response thresholds (it should be noted that the periodicity tuning of
these units was only demonstrated for low sound pressure levels, not high ones).
They respond with lower firing rates when the same tones are presented at higher,
sound pressure levels (e.g., > 60–80 dB SPL). In contrast, perception of musical
pitch (low-frequency harmonic complex tones), does not break down at higher levels
(e.g., for music listening in concert halls and clubs) and is almost completely invari-
ant over the whole dynamic range of hearing. The prevalence of nonmonotonic rate-
level functions means that different sets of these tuned periodicity units will respond
maximally to the same tone presented at different sound levels. So, although such
units may be able to give an economical explanation for why spectrally diverse stim-
uli presented at comparable levels have similar pitches, by the same argument, the
same tones presented at different sound levels should have different pitches since
different sets of units are activated. Although very slight shifts in pitch can be heard
if levels are changed by 40 dB or more (maximally on the order of a few percent for
pure tones and much less for complex tones), it is the extreme invariance of pitch
with level that is striking. This invariance makes it possible for listeners to accurately
match and discriminate pitches of tones even when their levels are randomly roved
by tens of decibels.

The same problems arise when one attempts to account for the cortical represen-
tation of the pitches of low-frequency pure tones. In our single- and multiunit record-
ings of responses to pure tones in the core area of the alert macaques,18 we found a
variety of response types. For tones presented at moderate levels (70–80 dB SPL),
we observed ON responders that responded to their range of preferred tone frequen-
cies during the presentation of sustained pure tones, OFF responders that responded
immediately after the tone ceased, and complex responders that gave ON responses
to one set of frequencies and OFF responses to another. Even for ON responders that
had one preferred range of tone frequencies (FIG. 10), frequency tuning was relative-

FIGURE 10. Frequency selectivity in the core area of alert macaques is intensity depen-
dent. (Left) Mean spike rate vs. pure-tone frequency plots measured at 15 extracellular record-
ing sites (7 from single neurons, 8 from clusters of 2–3 neurons). These isointensity functions
analyze frequency selectivity during pure-tone stimulation (ON responses) at a fixed, moderate
intensity (between 70–80 dB SPL near the tympanic membrane in the external auditory canal).
Vertical bars in each plot show ±1 standard deviations from the mean spike rate computed
across 10–20 repetitions of each frequency. (Right) Isointensity functions measured at four dif-
ferent tone intensities (40, 60, 70, 80 dB SPL) for a single neuron with a monotonic rate-level
function. Note the increase in response bandwidth as tone intensity increases.
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ly broad (typically 1–2 octaves), level dependent, and subject to a high degree of re-
sponse variability (FIG. 11). These properties appear to confound simple
representations of tone frequency that are based on profiles of average firing rates
across neuronal populations.

In their systematic single-unit studies of the representation of pure-tone frequen-
cy in anesthetized cat auditory cortex, Phillips et al.53 a half-decade earlier had
found widespread nonmonotonic rate-level response functions and were forced to
confront the problem of how such units could subserve a coherent rate-based repre-
sentation of frequency (perceptually, pure-tone pitch). Their solution was to posit
that the representation itself was level dependent, that is, a joint representation of

FIGURE 11. The topographic organization of rate-based neural representations of pure-
tone frequency in A1 of anesthetized cats changes dramatically with tone intensity. (A–H) Flat
maps of A1 (mostly its Layer IV) from two cats published by Phillips et al.53 Lines demarcate
isofrequency contours, i.e., longitudinal patches of neurons that are maximally sensitive to the
same frequency near their response threshold. Darker areas on each map indicate penetration
sites where single-unit discharge rates evoked by best-frequency tones were highest. For ex-
ample, in B, stimulation with a best-frequency tone (1.6 kHz) at ≤20 dB above response
threshold (A) caused neurons in a discrete 1 mm × 0.5 mm patch of A1 to fire. However, at
higher intensities (C and D), the location of neurons maximally excited by the same tone fre-
quency is markedly different. (Reprinted by permission of Springer, New York.53)
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both level and frequency. Unfortunately this solution simply intensifies the prob-
lem—now one must explain how level-invariant equivalence classes arise. Although
connectionist learning models have been proposed that illustrate the general mecha-
nisms by which pitch equivalence classes might arise through experience, such mod-
els have yet to show how robust equivalence classes could be formed using more
realistic neuronal elements with highly variable responses coupled with nonmono-
tonic, level-dependent tuning. 

In addition to meeting criteria related to perceptual acuity and constancy, viable
neural codes for pitch must account for the functional dissociability of pitch change
detection and pitch direction discrimination revealed by human lesion experi-
ments.30,35 The existence of A1 and belt neurons that increase their firing rate more
when the second tone is higher than the first tone than when it is lower, and vice versa,
has been firmly established by Brosch and colleagues in three anesthetized Macaca
fascicularis monkeys.108 To our knowledge, this remains the only systematic investi-
gation of single- and multiunit responses to sequences of two pure tones in Old World
monkeys with ∆fs and ISIs similar to those used in psychoacoustic experiments. The
prevalence of direction-sensitive units in different subdivisions of auditory cortex and
their distribution in the left and right auditory cortices remain unknown.

Thus, an enigma persists concerning the nature of the neural codes and computa-
tions that support these universal and highly reliable perceptual invariances and
equivalence classes at the cortical level. Whatever the code, it must behave in a highly
reliable way under a huge variety of environmental conditions and for stimuli that are
almost never present in the natural world. For the various reasons outlined here, we
believe that the cortical representation of pitch is not likely to be based on either a
simple temporal or rate-based code; nor is it likely to be based on idiosyncratic, spe-
cial purpose assemblages of neural elements and interconnections. The neural repre-
sentations and computations that subserve pitch perception may involve elegant and
powerful information-processing principles and mechanisms that still elude us.
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