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Singing in unison is usually easier than singing alone, but the neural
mechanism underlying these two contrastingmodes of singing re-
mains unknown.We investigated neural correlates of singing by a
functionalmagnetic resonance imaging study focusing on the capa-
cities of spontaneity and synchronization and compared themwith
those of speaking.The left inferior frontalgyrus appears important
for self-generation of text in singing and speakingwithout auditory

input, whereas the left posterior planum temporale plays a key
role in synchronizing both text and melody, in combination with
the bilateral inferior parietal lobule for singing along, and with the
left angular gyrus for speaking in chorus. These ¢ndings indicate
that text and melody are not processed symmetrically or parallel
in singing a well-learned song. NeuroReport 17:1893^1897�c 2006
LippincottWilliams &Wilkins.
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Introduction
When singing, we occasionally sing alone; often, however,
we sing along with others. This singing may or may not be
accompanied by instrumental music. Similarly, although we
usually speak alone, we occasionally speak together in a
group, for example, during group chanting. Neural net-
works for singing should involve control mechanisms of
two contrasting modes: self-production and synchronized
production. It is essential for the self-production of a song to
retrieve and represent the internally stored lyrics, rhythm,
and melody without the help of external sensory informa-
tion. On the other hand, it is important for the synchronized
production of a song to monitor the external auditory
information and to concurrently render synchronous control
of articulation. In terms of simple voluntary movements
such as finger tapping, there have been several reports that
have focused on the differences in the central mechanisms
for self-paced movements and externally cued movements
[1]. Recently, investigations have been conducted on more
complex tasks of finger tapping to external auditory
rhythms, such as synchronization compared with syncopa-
tion [2], and finger tapping following various rhythms [3].
This work aroused an interest in auditory–motor correla-
tions rather than the spontaneous control of voluntary
movements. No previous studies have been found focusing
on the capacities of spontaneity and synchronization for
singing. It may be useful to investigate the neural mechan-
ism underlying singing from the standpoint of spontaneity
and synchronization for the planning of therapy for apraxia
of speech, aphasia, and dementia [4]. The purpose of this
study was to investigate the neural mechanisms underlying
the two different modes of singing: singing alone and

singing along. In this paper, we use the term ‘spontaneous’
singing to refer to the self-production of a well-learned song
without the help of external sensory information, and it
does not imply any improvisational behavior.

Some recent works have investigated the neural networks
from the viewpoint of simple pitch and melody generation
[5,6]. Most of the previous studies that investigated singing,
however, showed contrasting mechanisms for language and
music [7,8]. These studies have shown a symmetric view of
language and music: the inferior frontal gyrus, anterior
insula, and superior temporal gyrus in the right hemisphere
play a predominant role in singing, whereas the homo-
logous regions in the left hemisphere are mainly involved in
speaking. On the basis of a conventional model of cerebral
lateralization, some lesion studies have indicated that
language and music are dealt with parallel networks
[9,10]. On the other hand, behavioral experiments and
recent neuroimaging studies have suggested that processes
for language and music are not completely separate [11–15].
The complete viewpoint of the inter-relationship between
text and melody processing in singing remains unknown. To
elucidate the neural correlates underlying spontaneous and
synchronized processes in singing, we contrasted them with
those in speaking in order to address the issue of integration
and segregation of music and language in singing.

Materials and methods
Participants
We studied 20 normal right-handed Japanese nonmusicians
(19–24 years old; 10 men and 10 women) without any
neurological or hearing impairment, after obtaining their
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written informed consent. None had experienced any
specific training for singing or playing an instrument,
except for ordinary schoolwork. Most of them regularly
listened to music, but sang only occasionally in day-to-day
life. This study was approved by the Ethics Committee of
the Tokyo Metropolitan University of Health Sciences.

Experimental paradigm and stimuli
The task design consisted of the following conditions: (i)
overtly singing ‘Umi’ (The Sea) – a very popular song
among the Japanese – alone (Sg_solo); (ii) overtly singing
Umi in synchronization with the auditory presentation of
the song, including the melody and lyrics (Sg_syn); (iii)
listening to the singing undertaken in the previous task
(L_Sg); (iv) overtly reciting alone the lyrics of Umi without
the melody (Sp_solo); (v) overtly reciting Umi along with an
auditory presentation of the lyrics (Sp_syn); (vi) listening to
the reciting undertaken in the previous task (L_Sp); and (vii)
rest condition. The processes involved in each task are
summarized in Table 1. For the participants, it was easy to
not only sing the song, but also recite the lyrics because the
lyrics had a seven-and-five syllable meter, a characteristic
style observed in traditional Japanese poems. The auditory
stimuli (sampling rate, 44.1 kHz) of singing and speaking
were recorded by a female singer, without adding any effect.
The averaged rate, fundamental frequency (F0), and
intensity of the auditory stimuli were recorded (mean7SD)
to be 1.6070.14 moras/s, 221743 Hz, and 69.978.1 dB SPL
(SPL: sound pressure level), respectively, for singing, and
2.570.13 moras/s, 215743 Hz, and 69.976.5 dB SPL, re-
spectively, for speaking. The rate of presentation alone was
significantly different between singing and speaking
(Po0.01, paired t-test). In the sound-proof room, the
participants underwent prescan training. During training,

they practiced singing synchronously with an auditory
presentation (Sg_syn task), and this was done until they
sang the entire song correctly by themselves without
making any mistakes in the lyrics, melody, rhythm and
tempo, as assessed by the examiner. Prescan training for the
speaking version was also done in the same way.

Data acquisition
Magnetic resonance imaging (MRI) data acquisition was
performed with a 1.5-T scanner (Signa; General Electric,
Milwaukee, Wisconsin) by using a gradient-echo echoplanar
imaging-sequence (TR, 5000 ms; TE, 35.1 ms; flip angle, 601;
matrix size, 128� 128; field of view, 24� 24 cm2; and 21
slices with 5 mm thickness). The functional MRI procedure
involved six runs that were labeled Sg_solo, Sg_syn, L_Sg,
Sp_solo, Sp_syn, and L_Sp and the order was counter-
balanced across the participants. One run consisted of six
blocks in which the rest block (60 s) alternated with the task
block (60 s), and the six runs were performed at 5-min
intervals. The participants gently bit disposable wooden
bite-bars with their molars during scanning to minimize
head and jaw motion artifacts associated with articulation,
but the articulation was intelligible. During the scan, the
performance of the participant was monitored for text and
melody components by experimenters. After each scan, we
asked the participants whether they could hear the auditory
input and their own song/speech clearly during the scan
and if they could perform the task as instructed.

Data analysis
Analysis of the functional MRI data was performed using
SPM99 (Wellcome Department of Cognitive Neurology,
University College London, London, UK) implemented on
MATLAB (Mathworks, Natick, Massachusetts, USA). After

Table1 Components involved in each task

Articulation; 

self-monitoring

External 

perception

Spontaneous 

production

Synchronized 

production

               Components

Task Text Melody Text Melody Text Melody Text Melody

Spontaneous singing: Sg_solo - - - -

Synchronized singing: Sg_syn - -

Listening to the song: L_Sg - - - - - -

Spontaneous speaking: Sp_solo - - - - - -

Synchronized speaking: Sp_syn - - - - -

Listening to the speech: L_Sp - - - - - - -

Paired t-test

A1 Sg_solo > Sg_syn

A2 Sg_syn > Sg_solo

B1 Sp_solo > Sp_syn

B2 Sp_syn > Sp_solo

C1 Sg_solo > Sp_solo

C2 Sg_syn > Sp_syn

D1 Sp_solo > Sg_solo

D2 Sp_syn > Sg_syn

Circles indicate that the task includes the component, whereas dashes indicate the task that does not include the component. Light gray boxes show com-
ponents related to spontaneous processes, and black boxes show components related to synchronized processes.
Sg____ solo, spontaneous singing; Sg____ syn, synchronized singing; Sp____ solo, spontaneous speaking; Sp____ syn, synchronized speaking.
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realignment, normalization, and smoothing (full-width at
half-maximum, 6 mm), the activated voxels were identified
using the general linear model approach [16]. In each
participant, a single summary ‘contrast’ image of a given
condition was produced by convolving the images with a
standard hemodynamic response function. Next, one-
sample t-test based on the random effects model was
applied contrasting passive listening conditions compared
with rest: (L_Sg – rest) and (L_Sp – rest). Then, paired t-test
was applied contrasting one task condition with another
task condition, to determine the brain regions that were
specifically activated by each component of the task:
(Sg_solo – rest) vs. (Sg_syn – rest), (Sp_solo – rest) vs.
(Sp_syn – rest), (Sg_solo – rest) vs. (Sp_solo – rest), and
(Sg_syn – rest) vs. (Sp_syn – rest) (Table 1). The specific
activations of each paired t-test was inclusively masked
with the minuend contrast to avoid the detection of pseudo
activation caused by deactivation (decrease in signal
intensity relative to the rest condition) in the subtrahend
contrast [17]. For instance, contrast of (Sg_solo – rest) 4
(Sg_syn – rest) were inclusively masked by (Sg_solo – rest).
The threshold for the pass criterion of the inclusive mask
was set to Po0.001 (uncorrected). For all statistical
comparisons, we used a height threshold of Po0.05
(corrected) at the cluster statistics level and a spatial extent
of K¼30 voxels. Montreal Neurologic Institute coordinates
were converted to the original coordinate system of
Talairach and Tounoux (1988) by Matthew Brett’s transfor-
mations.

Results
At the postscan interview, all participants reported that they
could hear their own song/speech and the auditory input of
singing/speaking clearly during the scan. In the passive
listening tasks, the L_Sg activated the bilateral Heschl’s
gyrus, bilateral upper bank of the superior temporal sulcus,
bilateral posterior part of the planum temporale, left
planum polare, right dorsal premotor cortex, and right
supplementary motor area, whereas the L_Sp activated the
bilateral Heschl’s gyrus, bilateral superior temporal sulcus,
left posterior planum temporale, and right planum polare.

Specific activations for spontaneous processes and for
synchronized processes in singing and speaking are
summarized in Table 2a and displayed in Fig. 1. Specific
activations for singing processes and for speaking processes
in spontaneous and synchronized conditions are summar-
ized in Table 2b. No significant activated area that was
involved in speaking but not in singing (D1 and D2) existed.

Discussion
The spontaneous tasks selectively activated the left inferior
frontal gyrus in contrast to the synchronized tasks: the left
anterolateral part of the inferior frontal gyrus in singing and
the left pars triangularis of the inferior frontal gyrus in
speaking. On the basis of our task design, it can be
interpreted that the activation in the left pars triangularis
of the inferior frontal gyrus in speaking is specific to the
spontaneous generation of text, but it is also possible that

Table 2a Activations for spontaneity and synchronization in each singing and speaking

Brain regions Singing (Fig.1a) Speaking (Fig.1b)

x y z Z-value x y z Z-value

Spontaneous process (green) Sg____solo4Sg____syn Sp____solo4Sp____syn
Anterolateral part of the IFG L �32 37 �5 4.72
Pars triangularis of the IFG L �42 25 1 4.61

Synchronized process (red) Sg____syn4Sg____solo Sp____syn4Sp____solo
Posterior planum temporale L �44 �36 12 5.12 �48 �33 2 5.26

R 40 �33 10 4.58
Anterior edge of the IPL L �54 �27 21 4.73

R 50 �20 24 4.68
Angular gyrus L �56 �49 25 4.93

Sg____solo, spontaneous singing; Sg____syn, synchronized singing; Sp____solo, spontaneous speaking; Sp____syn, synchronized speaking; IFG, inferior frontal gyrus;
IPL, inferior parietal lobule.

Table 2b Activations for singing and speaking in each spontaneity and synchronization

Brain regions Spontaneous process Synchronized process

x y z Z-value x y z Z-value

Singing process Sg____solo4Sp____solo Sg____syn4Sp____syn
Dorsal premotor cortex R 50 12 36 4.79 50 2 40 5.01
IFG/Anterior insula R 45 29 �5 4.62 40 23 �5 4.64
Anterior cingulate cortex R 2 23 36 4.02 2 17 34 4.55
Planum temporale R 52 �22 6 5.16 60 �29 11 4.97
Planumpolare R 48 �4 10 4.42
Middle insula R 46 2 �3 4.83
Anterior edge of the IPL L �50 �22 26 4.34
Speaking process Sp____solo4Sg____solo Sp____syn4Sg____syn

NS NS

Talairach coordinates and the Z-values of peak activation; activated regions detected by paired t-test: Po0.05 corrected for multiple comparisons, using an
inclusivemask: Po0.001, uncorrected.
Sg____solo, spontaneous singing; Sg____syn, synchronized singing; Sp____solo, spontaneous speaking; Sp____syn, synchronized speaking; IFG, inferior frontal gyrus;
IPL, inferior parietal lobule; L, left; R, right.
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the activation of the left anterolateral part of inferior frontal
gyrus in singing is related not only to the spontaneous
generation of text but also to that of melody [13]. Strong
evidence indicates thats the major role played by the left
inferior frontal gyrus is language generation in various
aspects such as phonology, semantics, and syntax [18].
Damage to the left inferior frontal gyrus could cause a
condition called dynamic aphasia, in which the patient faces
a difficulty in producing spontaneous speech without any
difficulty in naming, repetition, and comprehension. Robin-
son et al. [19] attributed this condition to the inability to
select an appropriate verbal response from a large number
of competing candidates. Warren et al. [20] reported the case
of a patient suffering from dynamic aphasia owing to left
inferior frontal gyrus atrophy who was able to generate
melody without lyrics. Therefore, activity in the left inferior
frontal gyrus may be related to the spontaneous generation
of text rather than melody. Text generation in singing,
however, is more complex than that in speaking, consider-
ing the need for supplying words for the tune and rhythm.
This may explain the difference in the location of the left
inferior frontal gyrus activation in singing and speaking.
Another possible interpretation of the activation of left
inferior frontal gyrus is associated with the increasing motor
preparation [15] or cognitive control in spontaneous tasks.

On the other hand, activations specific for the sponta-
neous generation of melody, which imply the actions
complementing the left inferior frontal gyrus activation,
were not observed. The right inferior frontal gyrus and right
anterior insula have been reported to be involved in melody
generation [8,13]. In our study, these areas were found to be
active specifically for singing but not for speaking under
both spontaneous and synchronized conditions. These
results suggest that the roles of the right inferior frontal
gyrus and right anterior insula are not exclusive for the
spontaneous condition. In addition, the right dorsal pre-
motor cortex was observed as a singing-specific area
regardless of spontaneous, synchronized, or listening con-
ditions, implying that the right dorsal premotor cortex is
involved in preparing the motor components of music
production, such as melody and rhythm [6]. These findings

suggest that melody and text generation in spontaneous
singing of a well-learned song are not treated in parallel;
melody might subsequently be generated along with text
generation. To investigate the specific regions involved in
the spontaneous generation of melody, the spontaneity and
synchronization of pure melody, avoiding the influence of
text, need to be examined in the future.

As the synchronized tasks relative to the spontaneous
tasks contain two major components of external perception
and synchronized production, activations to be detected by
paired t-tests need to be interpreted in the light of the
activation by passive listening tasks. Among the activations
observed that are specific to the synchronized tasks, the
posterior planum temporale was also activated by listening
tasks. The left posterior planum temporale has been
reported as common areas between covert singing and
speaking and passive listening to songs and speech [14].
Moreover, the left posterior planum temporale has been
reported to be involved in the processing and primary
storage of various complex sound patterns [21]. Considering
these points, the role of the left posterior planum temporale
is not a passive perceptional function; it appears to play a
more active role of bridging the external auditory informa-
tion with further judgment and motor planning. The cortical
region surrounding the left posterior Sylvian fissure in the
posterior parietal–temporal boundary has been reported to
be implicated in verbal working memory [22], auditory–
motor integration for speech [23], and auditory–motor
integration for both speech and music [24]. Our results
suggest that the left posterior planum temporale plays an
essential role in the synchronized processing of both melody
and text, in combination with more specific regions: in
combination with the bilateral anterior edge of the inferior
parietal lobule and right posterior planum temporale, for
synchronized singing, and with the left angular gyrus, for
synchronized speaking. Activations in the left anterior edge
of the inferior parietal lobule, right posterior planum
temporale, right planum polare, and right middle insula
were detected in synchronized singing as compared with
synchronized speaking, suggesting that these areas are
essential for processing melody rather than text under
synchronized conditions [24,25].

Conclusion
Our results elucidate the neural networks of spontaneous
and synchronized singing. The left inferior frontal gyrus
may be essential for the spontaneous generation of text: the
anterolateral part of the left inferior frontal gyrus in singing
and pars triangularis of the left inferior frontal gyrus in
speaking. In contrast, the right inferior frontal gyrus and
right anterior insula are involved in melody generation
regardless of spontaneous or synchronized conditions. On
the other hand, the left posterior planum temporale plays
the role of an auditory hub for synchronization of text and
melody, in combination with the bilateral anterior edge of
the inferior parietal lobule in singing and the left angular
gyrus in speaking. Our findings suggest that text and
melody in a well-learned song are not dealt with by
symmetric or parallel networks. The neural mechanisms of
spontaneous and synchronized singing will provide us with
the basics to understand the neural mechanisms for a higher
level of spontaneity (e.g. propositional speech and impro-
visation music), other forms of music (e.g. instrumental

(a)

(b)
L

L

Comparison of spontaneity and synchronization

Fig.1 Activations speci¢c to the spontaneous process (green) and those
speci¢c to the synchronized process (red). (a) Singing; (b) speaking
(Po0.05, corrected).
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melody and percussion), and their further application in
education and rehabilitation.
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