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Audiovisual synchrony perception for speech and music
assessed using a temporal order judgment task
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Abstract

This study investigated people’s sensitivity to audiovisual asynchrony in briefly-presented speech and musical videos. A series of speech (letters
and syllables) and guitar and piano music (single and double notes) video clips were presented randomly at a range of stimulus onset asynchronies
(SOAs) using the method of constant stimuli. Participants made unspeeded temporal order judgments (TOJs) regarding which stream (auditory or
visual) appeared to have been presented first. The accuracy of participants’ TOJ performance (measured in terms of the just noticeable difference;
JND) was significantly better for the speech than for either the guitar or piano music video clips, suggesting that people are more sensitive to
asynchrony for speech than for music stimuli. The visual stream had to lead the auditory stream for the point of subjective simultaneity (PSS) to be
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chieved in the piano music clips while auditory leads were typically required for the guitar music clips. The PSS values obtained for
timuli varied substantially as a function of the particular speech sound presented. These results provide the first empirical evidenc
eople’s sensitivity to audiovisual asynchrony for musical stimuli. Our results also demonstrate that people’s sensitivity to asynchronyh
timuli is better than has been suggested on the basis of previous research using continuous speech streams as stimuli.
2005 Elsevier Ireland Ltd. All rights reserved.
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atching a live satellite news report on the television provides
ne of the many everyday examples where a temporal mismatch
an be detected between what one sees and hears, in this case
etween the sight of the reporters’ lips moving and the sound
f his/her voice. The broadcasting industry, aware of the fact

hat people are sensitive to asynchrony in speech stimuli, has
stablished a maximum acceptable asynchrony in broadcasting,
tating that the auditory signal should not lead by more than
5 ms or else lag by more than 125 ms[10]. Research suggests

hat within this temporal window only a minimal deterioration in
rogram intelligibility will be observed (cf.[19]). However, one

mportant, but as yet unanswered, question regards how sensi-
ive people are to the asynchrony of speech versus to other kinds
f complex non-speech stimuli, such as, for example, musical

nstruments? Despite the recent increase of interest in the mul-
isensory perception of synchrony (e.g.,[13,22]), the majority
f research in this area has tended to focus on the perception of
ynchrony and asynchrony for simple transitory stimuli (such
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as brief noise bursts, light flashes, and punctate tactile sti
e.g.,[8,21,28,29]).

One of the first studies to investigate the perception of
chrony for speech stimuli was reported by Dixon and Spitz[5].
Participants in their study had to monitor videos that sta
in synchrony and were gradually desynchronized at a ra
51 ms/s (up to a maximum asynchrony of 500 ms) with e
the auditory or visual stream leading. The participants ha
respond as soon as they detected that the videos were
chronous. Dixon and Spitz found that the auditory stream h
lag by an average of 258 ms or lead by 131 ms before the
chrony was detected. More recently, Grant et al.[7] reported tha
participants only noticed the asynchrony in a continuous st
of audiovisual speech when the speech sounds led the vis
movements by at least 50 ms or else lagged by 220 ms or
(see also[9]).

In order to understand speech processing and its p
tially ‘special’ nature (e.g.,[2,14,26,32]Munhall and Vatikiotis
Bateson, 2004) it may be informative to compare the perce
of synchrony in speech under conditions of continuous
uttering sentences) versus abrupt (using syllables) speec
E-mail address: argiro.vatakis@psy.ox.ac.uk (A. Vatakis). ception. It will also be of interest to study the perception of
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synchrony for other complex non-speech events. However, only
very limited evidence currently exists regarding TOJs in speech
(continuous or abrupt) and other complex non-speech events,
such as music or object-actions. In Dixon and Spitz’s[5] study,
participants were not only presented with speech videos but
also with an object-action video (the action of a hammer hit-
ting a peg). Audiovisual asynchrony was detected more rapidly
when viewing the object-action event than when viewing the
speech stimuli. Specifically, an auditory lag of 188 ms lag or a
lead of 75 ms was required for the detection of asynchrony in
the object-action videos. Participants therefore appeared to be
more sensitive to the presence of asynchrony in the object-action
videos than in the speech videos (see also[9]).

What are the factors that account for the differences in tempo-
ral processing acuity reported in studies with simple, transitory
stimuli and those using more complex speech and non-speech
events? The audiovisual asynchrony values reported in previ-
ous studies (e.g.,[5,7] see also[9]) might not actually provide
an accurate reflection of people’s sensitivity to asynchrony in
audiovisually-presented complex stimuli due to a number of
methodological factors. For example, in both Dixon and Spitz
and Grant et al.’s studies, the auditory stimuli were presented
over headphones while the visual stimuli were presented from
in front of the participant on a monitor. Recent studies have
shown that the integration of multisensory stimuli can be facili-
tated by their spatial coincidence (e.g., see[3]; though see also
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consisting of phonemes and syllables, and brief musical stimuli
consisting of single and double notes. The perception of syn-
chrony was assessed for the speech and musical stimuli using a
temporal order judgment (TOJ) task with varied stimulus onset
asynchronies (SOAs) using the method of constant stimuli. It
should be noted that while a number of previous studies have
examined the consequences of introducing audiovisual asyn-
chrony on speech perceptibility (e.g.,[14,18,19]), no one has
used a TOJ task to assess sensitivity to asynchrony for either
speech or musical stimuli before.

Twenty-one participants (10 male and 11 female) aged
between 19 and 33 years (mean age of 24 years) were given a £5
(UK Sterling) gift voucher or course credit in return for taking
part in the experiment. All of the participants were naı̈ve as to
the purpose of the study, none had any prior musical training,
and all reported having normal or corrected-to-normal hearing
and visual acuity. The experiment took approximately 50 min to
complete.

The experiment was conducted in a completely dark sound-
attenuated booth. During the experiment, the participants were
seated comfortably at a small table facing straight-ahead. The
visual stimuli were presented on a 17-in. (43.18 cm) TFT colour
LCD monitor (SXGA 1240× 1024 pixels resolution; 60-Hz
refresh rate), placed at eye level, 68 cm in front of the par-
ticipants. The auditory stimuli were presented by means of
two Packard Bell Flat Panel 050 PC loudspeakers, one placed
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16]); hence, previous studies may have systematically ove
ated people’s sensitivity to asynchrony by providing additi

patial cues to temporal asynchrony that are not present
uditory and visual stimuli come from the same location
hen we listen to someone speaking in real life. Addit
lly, it is unclear whether the gradual desynchronization o
ideotapes in Dixon and Spitz’s study might inadvertently h
resented participants with subtle auditory pitch-shifting c
see[18]). Finally, the fact that no catch trials were presen
n Dixon and Spitz’s study means that the influence of c
ion shifting on performance cannot be assessed. These fa
hould they prove important for temporal perception, would
ict that TOJ performance for speech stimuli may actuall
orse than has been reported in the literature to date.
Previous research in this area has tended to focus on s

vents while ignoring other equally complex events, suc
usic. However, music might serve as a better stimulus
bject-actions and simple sound bursts and light flashes
omparison with speech, given its complex time-varying na
nd the fact that listening to both speech and music has
hown to activate a number of the same neural structures
31] though see[30]). It is therefore somewhat surprising to fi
hat people’s sensitivity to the temporal synchrony of mus
ideos has never been studied previously (though see[24], for
n anecdotal report on this issue). Instead, speech has typ
een adopted as the most crucial (if not the only), ecologi
alid stimulus in studies of audiovisual perception for comp
timuli (e.g.,[23]).

In the present study, we examined people’s sensitivit
udiovisual asynchrony using both complex speech and m
al stimuli. We focused on brief video clips of speech stim
i-
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5.4 cm to either side of the centre of the monitor. The au
isual stimuli consisted of twelve video clips presented o
lack background, using the Presentation programming
are (Neurobehavioral Systems, Inc., CA). The video c

400× 300-pixel, Cinepak Codec video compression, 16
udio Sample Size, 24-bit Video Sample Size, 25 frames/s)
rocessed using the Adobe Premiere 6.0 software packag
ideo clips consisted of the following: (a) the face of a Bri
ale, looking directly at the camera, and saying /a/ and /p/ (

ideos were 967 ms long); (b) the same male uttering the
ables /lo/ and /me/ (833 ms duration); (c) a male playing

usical notes “a” and “d” on a classical guitar (only the c
re of the body of the guitar was visible; 1700 ms duration)
he same male playing the combinations of notes “db” and
n a classical guitar (2200 ms duration); (e) a bird’s-eye
f the hands of a female playing the notes “a” and “d” on
iano (1700 ms duration); (f) the same female playing the
ombinations “ce” and “fd” on the piano (2200 ms duration

At the beginning and end of each video clip, a still im
extracted from the first and last 33.33 ms of each clip) and b
round acoustic noise was presented for a duration equival

he SOA (the SOA values are reported below) in order to a
uing the participants as to the nature of the audiovisual del
rder to achieve a smooth transition at the start and end of
ideo clip, a cross-fading effect of 33.33 ms was added bet
he still image and the video clip. Therefore, each video sta
ith participants viewing a black screen, the centre of the sc
radually transitioned to the still image and subsequently tr

ioned to the video clip (a similar transition was added to the
f each video clip). The participants responded using a sta
omputer keyboard, pressing the “V” key to indicate that
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visual stream appeared to have been presented first, and the “A”
key to indicate that the auditory stream appeared to have been
presented first.

Nine SOAs between the auditory and visual stimuli were
used:±400,±300,±200,±100, and 0 ms. Negative SOAs indi-
cate that the auditory stream was presented first, whereas positive
values indicate that the visual stream was presented first. The
participants completed one block of 12 practice trials before the
main experimental session in order to familiarize themselves
with the task and the video clips. The practice trials were fol-
lowed by 10 blocks of 108 experimental trials, consisting of one
presentation of each of the 12 video clips at each of the 9 SOAs
in each block of trials. The various SOAs were presented in a
random order with the sole restriction that a given video clip was
not presented on consecutive trials.

Before the start of the experiment, the experimenter gave a
detailed verbal description of the task to participants and they
were allowed to ask any clarificatory questions. The participants
were asked about their prior experience of music and any previ-
ous training they might have had with musical instruments. At
the start of the experiment, the participants were informed that
they would have to decide on each trial whether the auditory
or visual video stream appeared to have been presented first,
and that they would sometimes find this difficult, in which case
they should make an informed guess as to the order of stimulus
presentation. The participants were also informed that the task
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gories were initially analysed using one-way analysis of variance
(ANOVA) with the factor of Category Exemplar (four levels; i.e.,
for speech: /a/, /p/, /lo/, and /me/; seeTable 1).

Analysis of the JND data revealed no significant main effect
of Category Exemplar [F < 1 for speech, guitar, and piano],
showing that there was no difference in the accuracy of partic-
ipant’s TOJ responses as a function of the Category Exemplar
within each of the three Stimulus Types. (Note also that a prelim-
inary analysis of the data revealed no differences in performance
for the short versus long videos; allF < 1.) In order to com-
pare TOJ performance as a function of Stimulus Type, the data
were averaged over the Category Exemplar factor. A one-way
ANOVA performed with the factor of Stimulus Type (speech,
guitar music, and piano music), revealed a significant main effect
[F(2,251) = 8.33,p < .01] (seeFig. 1A), showing that temporal
discrimination performance was significantly better for speech
stimuli than for either the guitar or piano music stimuli [both
t-test comparisonsp ≤ .01] (seeTable 1). Subsequent analysis
of the data with block number as an additional factor revealed
no effect of practice on performance [F < 1] (though see[24]).

Analysis of the PSS data revealed a significant main effect
of Category Exemplar [F(3,83) = 7.69,p < .01] for the speech
stimuli (seeFig. 1B), but not for either the guitar or piano music
[bothF < 2]. The mean PSS values for the guitar and piano music
were−7 ms and +41 ms, respectively. The speech stimulus /a/
requiring an auditory lead of 66 ms for the PSS to be achieved
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as self-paced, and that they should respond only when c
ent of their response. The participants were told that the
ot have to wait until the video clip had finished before ma

heir response, but that a response had to be made befo
xperiment would advance to the next trial. At the begin
f each block of trials the word “READY” was presented

he screen and the participants had to press the “ENTER
o start the block. The participants were instructed prior to
xperiment not to move their heads and to maintain their fix
n the centre of the monitor throughout each block of trials.
articipants were allowed to take breaks between the bloc
xperimental trials.

The proportions of ‘vision first’ responses were conve
o their equivalentz-scores under the assumption of a cu
ative normal distribution[6]. Data from the nine SOAs we
sed to calculate best-fitting straight lines for each partic

or each condition, which, in turn, were used to derive
es for the slope and intercept. These two values were

o calculate the just noticeable difference (JND = 0.675/sl
ince±0.675 represents the 75 and 25% point on the cum
ive normal distribution) and the point of subjective simultan
PSS =−intercept/slope) values (see[4], for further details). Th
ND provides a standardized measure of the accuracy with w
articipants could judge the temporal order of the auditory
isual stimuli. The PSS indicates the amount of time by w
ne sensory modality had to lead the other in order for synch

o be perceived (i.e., for participants to make the ‘sound
nd ‘vision first’ responses equally often). For all of the a
ses reported here, Bonferroni-correctedt-tests (wherep < .05
rior to correction) were used for all post-hoc comparisons.
ND and PSS data for each of the speech, piano and guita
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hich was significantly different from the auditory lead of 8
equired for /p/ stimulus, or the visual leads of 19 ms and 2
equired for the syllables /lo/ and /me/, respectively [p = .05,
< .01, andp < .01, for thet-test comparisons]. The only P
alues to differ significantly from objective simultaneity (i.e.,
ms) were obtained for the speech letter /a/, and for the p
otes ‘d’ and ‘ce’ [t(20) =−4.56,p < .01; t(20) = 2.58,p = .02;
ndt(20) = 3.02,p = .01, respectively].

The results of the present study provide the first empi
vidence regarding people’s sensitivity to asynchrony in mu

able 1
ean JND and PSS values (in ms), and their standard errors, derived fr
OJ task for the speech and music video clips as a function of the speech
r musical note(s) presented

ondition Category Exemplar JND PSS

Mean S.E. Mean S.E

peech a 101 7.0 −66 14.5
p 94 6.3 −8 14.1
lo 95 5.2 19 16.0
me 95 5.0 27 16.

uitar a 109 7.2 12 21
d 104 10.3 −34 18.1
db 116 11.0 −7 15.1
eg 133 13.0 −23 16.7

iano a 110 9.0 18 18
d 124 10.4 37 14.
ce 116 9.1 47 15.
fd 135 13.0 61 30.

egative PSS values indicate that the auditory stream had to lead for syn
o be perceived.
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Fig. 1. (A) Averaged JNDs for the stimulus categories of speech, guitar music,
and piano music. (B) PSSs for the four speech video clips. The error bars repre-
sent the standard errors of the mean.

stimuli. The results show that people were better able to detec
the temporal asynchrony present in the desynchronized audiov
sual speech videos than in either the guitar or piano music vide
clips (seeFig. 1A). Nevertheless, the JND values reported for
speech stimuli in the present study were still noticeably higher
than those observed in previous studies that have used simp
sound-light pairs as experimental stimuli (e.g.,[8,29] though
see also[17]). However, perhaps more importantly, the JNDs
reported for the brief speech stimuli were much smaller than
those observed in previous studies of asynchrony detection usin
continuous speech stimuli[5,7]. The auditory speech stream had
to lag the visual stream by more than 250 ms or else lead by mor
130 ms before the asynchrony became noticeable in Dixon an
Spitz’s study, and to lag by 220 ms or lead by 50 ms in Grant e
al.’s study. The lower values reported in the present study ma
therefore reflect the fact that we used only brief stimuli with the
controlled viewing of just the area around the speakers’ mouth
and minimal head movements[25]. Alternatively however, they
may also reflect the fact that the TOJ task used here offers
more sensitive index of people’s sensitivity to asynchrony than
the tasks used in previous studies.

Analysis of the PSS data revealed a greater variability in
modality lead/lag for the speech videos than for the musica
videos. For example, while the auditory stream had to lead by
66 ms for the /a/ speech stimulus, the visual stream had to lead b
27 ms for the /me/ speech stimulus (seeFig. 1B). This difference
m rties
i ction
o e
p jaw,

tongue, and lips and for the bilabial, nasal consonant /m/ closure
of the oral cavity is required, while uttering /ma/ requires the
rapid combination of those movements. These differences in the
nature of the production of different speech sounds may explain
the variations in the auditory or visual delays/leads required for
the successful perception of synchrony for audiovisual speech
[15]. They may also help to account for the decreased sensitivity
to continuous speech reported in previous studies, where the
PSS will presumably have varied continuously depending on
the particular speech sound being uttered at any moment. By
contrast, the plucking of a guitar chord or the striking of a piano
key does not exhibit the same physical differences in the relative
timing of audition and vision as a function of the particular note
played (except perhaps in the case of anticipatory movements,
where preparatory finger movements might provide the observer
with misleading timing information;[1]).

It has been argued that speech and music share a number
of important properties. For instance, they are both composed
of perceptually discrete basic elements (such as phonemes and
notes) which can be organized into meaningful, syntax-governed
sequences (such as phrases and tunes). Interestingly, however,
the results reported here reveal better temporal discrimination
accuracy for speech stimuli than for musical stimuli. This might
be due to the greater prior experience that people have with
the perception of audiovisual speech stimuli (note that the par-
ticipants in our study had no prior musical experience) thus
p nt to
o due
t ., see
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ay reflect the fact that the phonetic and physical prope
nvolved in the production of speech sounds vary as a fun
f the speech sound being uttered[12]. So, for example, th
roduction of the vowel /a/ depends on the position of the
t
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erhaps making the speech stimuli more perceptually salie
ur participant’s than the musical stimuli. It might even be

o the putatively ‘special’ nature of speech processing (e.g
2,14,26,32]). However, an alternative account for these fi
ngs relates to possible differences in the temporal profi
he stimuli (i.e., the rise times for speech and musical sti
ay be different which might also affect TOJ performance

11]). Finally, the higher sensitivity observed for asynchron
peech may also be related to recent reports emerging from
or neuron studies on speech perception, where left hemis
xcitability of the motor units underlying speech produc
ave been observed when participants either listen to sp
ithout any visual stimulation, or even by the mere sigh
isual speech-related lip movements with no auditory stim
ion [27].

Recent studies have shown that several commonalitie
ifferences in the activations of various brain structures w
eople process speech or musical stimuli[30,31]. To our knowl-
dge, however, no previous research had been carried out
usical instruments as an experimental stimulus for st

ng people’s sensitivity to asynchrony. Future combined
hophysical and neuroimaging studies will therefore hel
urther our understanding of the brain’s processing of speec
usic in more detail, and thus to promote a better understa
f the mechanisms involved in the multisensory perceptio
ynchrony for complex realistic stimuli (cf.[17,20]).
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